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INTRODUCTION

You are likely reading this book because you are looking for answers, to questions like “What
can this little white plastic box do for me?” or “Why can’t I figure out how to configure this
particular feature?” Likely you have attempted to read the documentation or a book on the
subject but you still have questions. If that is you, then read on.

I too had these types of questions more than 6 years ago when I downloaded my first trial
copy of RouterOS. It didn’t take long to realize the power I had at my fingertips and quickly
learned to appreciate the numerous features this routing system performs to “wow” my clients.

I have always been a “hands on” type of guy. I learn by doing and I teach through examples
and have attempted to do that in this book but more on that later. If you too want answers and
are ready to enhance your “solutions tool box”, then you have picked a winner with MikroTik
and RouterOS.

Who or What is MikroTik?

Located in Riga, Latvia, MikroTik was founded in 1995 to develop routers and wireless ISP
systems. Latvia is a member of the European Union and is nestled on the Baltic Sea between
Estonia and Lithuania. With more than seventy employees at the time of this writing, MikroTik
is a growing company with a full-featured router operating system, RouterOS. In 2002,
MikroTik entered the hardware manufacturing field with the brand RouterBOARD.
RouterBOARD continues to develop new designs, targeting small companies, WISPS
(Wireless Internet Service Providers) and wired ISP’s (Internet Service Providers) looking
for high performance, small footprint and a powerful feature set.
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What is RouterOS?

In simple terms, RouterOS is routing software that runs on a PC based hardware platform.
Whether it’s a conventional X86 based PC, a RouterBOARD, embedded device, or a virtual
machine, RouterOS is an operating system that will make your device a dedicated router, a
bandwidth shaper, a transparent packet filter, or a wireless enabled device. Have an old PC
lying around? With RouterOS, it can be converted into a powerful router!

RouterOS can also be installed on a virtual machine, VMware/ESX environment, or parallels
if you are using Mac.

RouterBOARD is a hardware platform manufactured by MikroTik. The product can range
from a very small home router to a carrier class access concentrator. If you need features and
power on a budget, then read on. If you are new to MikroTik or RouterOS, this is going to
astound you.

RouterBOARD – The MikroTik Hardware Platform

As previously stated, you don’t need a RouterBOARD to run RouterOS; it can be run on any
X86 based personal computer, however, the RouterBOARD platform is a cost efficient series
of devices specifically designed to be powerful routers. A brief introduction to the product
line will help you understand how to pick the correct device for your application.

RouterBOARD Product Designations

RouterBOARDs can be divided into two basic groups: Integrated meaning in a case, ready to
use and RouterBOARDs which are bare motherboards ready to accept wireless interfaces and
a suitable case.

They are also designated by a product name that is descriptive of the product’s physical
capabilities.

The line of integrated devices includes the popular RB750 or the RB751U-2HnD.

These are SOHO or small office, home office type routers suitable for use as Internet
gateways, firewalls, VPN concentrators or wireless access points.



The model number tells you about the capabilities of a RouterBOARD device. For example,
the RB designates it is a RouterBOARD, the 7 designates it is a 700 series device with
respect to the base system design, the 5 means 5 Ethernet ports and the 0 in RB750 means
there is no provision for wireless interfaces, that is, no integrated wireless cards or mini PCI
slots to accept a wireless card.

The RB751U-2HnD on the other hand, is a 700 series RouterBOARD with 1 each, 2 GHz
wireless interfaces integrated within including dual chain antennas (designated by the letter
D), a USB port (designated by the letter U) and capable of high power operation on 802.11n
(which includes 802.11b/g operation as well).

At the top of the RouterBOARD line is the RB1100AH, outfitted with 13 Gigabit ports.

This device is suitable for use as an Internet router or firewall in a large office environment
or as the gateway router for an ISP or Internet Service Provider.

If you need more of a custom solution, there is a complete line of RouterBOARDs that will
allow you to configure a custom wireless or routing device. These include the 400 series
devices as well as the 800 series models and range from small CPE or Customer Premise
Equipment devices that cost less than $50. At the top of the line are the most powerful Gigabit
capable boards with room for up to 4 wireless interfaces such as the RB800.



These devices can be outfitted with wireless mini PCI cards also built by MikroTik and
placed into indoor or outdoor cases.

MikroTik builds several styles of indoor cases for their boards and there are several “Made
for MikroTik” manufacturers that build indoor and outdoor cases ranging from rack-mounted
cases through outdoor weatherproof cases for wireless access points. The options and
combinations are endless allowing a high level of flexibility with this product line. Cost for
the bare boards ranges from $49 through $350 for the top of the line RB800.

As previously explained, the product descriptor designates the capabilities of the product and
at the time of this writing, they are (with minor exception for some legacy products) as
follows:

First Digit – Series number such as 4xx, 7xx, 8xx, 11xx, and 12xx.

Second Digit – Designates the number of Ethernet ports, such as 750, which means 5 Ethernet
ports.

Letter Designators Following Model Numbers

A – With respect to wireless capable devices, this device comes complete with a Level
4 license so it can be configured as an access point.
U – Designates USB support and at least one USB port.
AH – Designates high power with respect to the CPU and additional RAM memory.
2 – Following a model number designates 2 GHz operation for the wireless interface.
5 – Following a model number designates 5 GHz operation for the wireless interface.



N - Following a 2 or 5 designates 802.11n capability.
H – For wireless devices, designates high RF power output.
G – Designates Gigabit capability for the Ethernet ports.
L – Designates low cost.
D – For wireless devices, designates dual chain 802.11n operation.
P – Designates POE or Power over Ethernet output.

As you can see, the product line is extensive with more than 40 boards and interfaces
available for a wide range of applications. With the availability of integrated, ready to use off
the shelf routers or components to allow you to custom build a device to your specifications,
the RouterBOARD product line is both versatile and powerful.

About This Book

I have written this book as a text for my MTCNA or MikroTik Certified Network Associate
training classes, which I conduct throughout the United States and abroad. Titled “RouterOS
by Example”, I have taken the approach that simply describing features is pointless.

This book is not a manual for the operating system and so it does not describe every feature in
detail. If you are looking for a feature reference book, MikroTik offers the manual online and
free of charge. That material will not be duplicated in this book.

Users need to understand the basic features and associated concepts but without practical
examples, they are left unequipped to solve the issues they set out to solve with this great
product. I want to give you applications, examples, and recommended practices, and only
describe the features you typically need and use. The lesser used features and settings are in
the manual, and again it is free.

This book is meant to teach the basics using the subjects in the MTCNA syllabus written by
MikroTik. They believe, as well as I do, that the MTCNA program contains all of the features
you will need to become proficient at a beginner or intermediate level and my goal in this
book is to deliver all of that information to you according to the current syllabus on the date of
this writing. I have followed the order of the syllabus as much as possible, but reordered
some topics to present them in a more logical progression. I have strived to cover every
single topic in the MTCNA syllabus in sufficient detail with examples.

Since the MTCNA is the first certification and considered the basic or foundation
certification, I will not cover every single feature or detail available in RouterOS, yet you
should receive enough knowledge to use the system in powerful ways and through experience
become quite proficient with the most complex setups.

Each bolded section is based on a concept and titled according to the feature that provides the
concept. Most sections contain real life applications presented through examples.

The Table of Contents will lead you to both concepts and examples and I have included an
Index of Terms in the back of the book. I approach indexes a little differently than some
authors. I do not index every occurrence of a word. Instead, I index words based on the page
in the book where the concept is best explained. Also included in the book is a Table of



Figures. Screen shots are not included in that table because they are so numerous.

Ready to solve problems and reduce your workload? Then read on!





Chapter 1 - First Time Access

Whether you are installing RouterOS on a non-RouterBOARD device or accessing a
RouterBOARD with RouterOS already installed, the basic method of access is the same.
There are several options to access the operating system and they are WinBox (the GUI,
graphical user interface), Webfig (via HTTP and your web browser), and command line via
serial, telnet or SSH. Additionally, the RouterOS API provides yet another manner of
accessing the device that is far beyond the scope of this book.

WinBox

WinBox is a Microsoft Windows based GUI that is by far the simplest way to configure a
RouterOS device. It is extremely powerful and allows configuration of 99% of the feature set.
WinBox is a standalone executable, meaning it isn’t necessary to install anything on your PC
other than to download the program, simply save it to your computer and double click it to
start it. If you don’t have WinBox already you can download it from MikroTik.com.

The first time you try to connect to your MikroTik device it may or may not have an IP address
configured on it. One of the great features of WinBox is the ability to “get in” without an
actual IP address but a note of caution here is needed. Access using the MAC address should
only be used in order to configure an IP address on the device. It is not a reliable way of
accessing the router. I hesitate to call it an unreliable method, but it’s not the correct method
and sometimes you may get unexpected results, i.e., configuration pages that don’t properly
populate or frequent disconnections. The feature is meant to be used it in an emergency or for
first time access to configure an IP address on it and then to go back in using the IP.

With WinBox running, simply click the square button with the three dots to scan the local area
network for MikroTik devices.

Then, if you click on the MAC address of your device, it will be loaded into the “connect to”
line. Conversely, if you click the IP address it will load the IP address into the same line.
Clicking the “Connect” button will then connect to the router.

Navigating WinBox

Navigating WinBox is straightforward. On the left side of the screen are “buttons” and
clicking them either expands the menu selection provided by the button or it opens a



“window”.

Buttons can also open sub-menus. In this example, clicking IP and then Addresses opens the
Address List window.

Clicking the plus (+) sign allows you to create a new IP address.

I will use the terms button, sub-menu, and window throughout the book to describe the process
of navigating WinBox.

Inside WinBox

Within WinBox, each function or facility has common elements. These elements are:



Adds a new element to the list

Removes an element from the list

Enables an element in the list

Disables an element in the list

 Adds a comment to the list element

 Filters the list view

Colors are also used within WinBox to denote certain states of devices or options.

Red – If a rule or option is red, that denotes it is invalid. For instance, a DHCP Server
configured on a physical interface will turn red if the interface is removed or added to a
bridge, thereby making the server invalid. Another example is a firewall rule that has been
created and later the interface is removed. This rule will also turn red.

Blue – If there are two routes to the same destination, the active route will be black and
the inactive route will be blue.

Bold – In the wireless interface, the bold entries are the standard channels for the
regulatory domain that has been selected.

One more feature of WinBox that is well worth mentioning and a source of confusion for
many users is the small square box that appears next to several configuration options. This
box is often misunderstood to be a “check box” when in reality it is a “not” box. If you
look closely at the following illustration, what you will see is that if you click inside the
box, it produces an exclamation point instead of a check mark. The purpose of the box is
to logically state “not”. In this example, this firewall rule does not apply to 192.168.1.1 as
a source address for the rule when the box is clicked. So, be careful not to click that box
unless you want to use it to mean “not” what is configured in the blank next to it.



Safe Mode

In class I always say “safe mode is your friend”, but what is safe mode? Safe mode is a mode
where configuration changes are reversible. By this I mean that typically when you apply a
change or click OK, the change is immediate and is saved so when the router is rebooted, the
configuration is still there.

In safe mode, if you lose your connection to the router, all changes made after entering safe
mode are reversed as if they never happened. I recommend using safe mode when first
learning RouterOS, however, you must exit safe mode for your changes to be saved. The
process is: enter safe mode, make changes, if everything looks ok, exit safe mode. You can
then enter it again, make more changes, and so on.

Example – Entering Safe Mode

Safe mode can be entered inside WinBox in version 5 and later or from the command line.

From WinBox, click the button Safe Mode:

Alternative, from the command line, type the key combination ctrl-x. The prompt will change
as follows:

To exit safe mode, click the button to un-toggle it or type ctrl-x again.

If you are in safe mode and do not want your changes saved or to lose your ability to access
the router, simply click the X to exit WinBox. If you are in a terminal window and still have



connectivity to the router, type ctrl-d to exit safe mode and roll back changes.

Command Line Terminal Options

This section is included at this point in the book to keep in concert with the official MikroTik
MTCNA course syllabus, however, these concepts are more advanced and you may wish to
skip to page 37 and come back here when you are more comfortable with RouterOS or need it
as a reference.

Telnet and SSH

Once the device has an IP address configured, telnet and SSH may be used to access the
device. Once you are logged into the device, the command line commands parallel the
WinBox command sequence for almost every function. In version 5.X there are still a few
remaining functions that do not follow the command sequence displayed in WinBox. You will
learn these exceptions as you become familiar with the command line.

Serial Terminal

Using a serial cable is the “back door” method to get into the router if all else fails. For
example, if you accidentally disabled all of your Ethernet ports you will no longer be able to
get in through WinBox, telnet or SSH, so serial is your last option.

If your computer does not have a serial port, you will need to purchase a USB to Serial
adapter at any computer store and install the drivers to use serial terminal.

Example- Forgotten Password

If you have forgotten the user name or password (note that there is no password recovery
routine), you will need to re-flash the board using NetInstall. Please understand, you will lose
your configuration but there is no other way to regain access to the device. There is no
password recovery procedure.

Caution: NetInstall will destroy all configuration on the device if you do not check “keep old
configuration” and in some cases, depending on the age of the device and the version you are
running, may destroy the configuration even if you do check that option. Always make backups
and document your passwords whenever possible.

The NetInstall process is accomplished as follows:

Download the NetInstall zip file from www.mikrotik.com and unzip it on your desktop.

Download the RouterOS file (the .npk package) from www.mikrotik.com and save on
desktop.

Start your favorite serial terminal program (Hyperterm or Putty work fine).



These settings work with Putty for accessing a RouterBOARD. Putty will be used for
purposes of this example. Putty.exe is a freely downloadable SSH/serial terminal client:

Set a static IP on your PC’s Ethernet adapter, for example 192.168.1.1 with a netmask of
255.255.255.0.

Start NetInstall on the PC. You should see a window like this:



Click the Net Booting button and configure an IP address to give the board to be flashed
on the same subnet as your PC. In this example, use 192.168.1.2 and check the box:

Click OK. Next, power up the board and watch the terminal on Putty. When the screen
says “Press any key within 2 seconds to enter setup.” press the enter key. Next type the
letter “o” then “1” and then “x”. Case of the commands is important.

The board should then boot from the NetInstall instance using the bootp protocol. Once
booted you should see the router appear in the Router/Drives window:

Select the version to install in the lower window. If you do not see a version there, try
browsing to the .npk file you previously downloaded.

Note: The download page on www.mikrotik.com allows you to pick your hardware
platform and the version you want to download, stable or legacy. It also allows you to
download the “Combined package” or “All packages”. Typically you will want the
“Combined package” as it contains the most common packages in a single file. If you need
any optional packages, then the “All packages” zip file is your answer.

Click the Install button to install that version. Note: If you are attempting to recover a
board for which you do not have the password, do not click the option “keep old
configuration” as it will also keep the password, thereby still rendering the board
inaccessible.

Note: Netinstall can be used in the manner described above for recovering a board for which
the password has been lost or for an initial install on a PXE bootable device, compact flash



drive, hard drive, etc.

Creating the Basic Configuration

Due to the power of this device, even a basic configuration can be daunting. I will walk you
through the creation of a basic configuration that will allow you to access this device easily
until you are more experienced at configuring it. I will not explain the steps here, and instead
will explain them in depth later in the book.

When you first power up the device and connect to it using WinBox as described on page 27,
provided the device has not been configured, you will see a window like this:

I recommend you remove the default configuration, and this will allow you to create your own
without anything cluttering things up.

Note that you should be accessing the router via the MAC address as previously explained
with WinBox. If you are in through the default IP address of 192.168.88.1, you were likely
just disconnected when you removed the default configuration so you will need to relaunch
WinBox and enter through the MAC address.

At this point you will want to add an IP address or two, DHCP Server and a few other
configurations. To assist you, I have developed a script you can simply paste into the router
and it will configure everything for you and get you started on the right track. You may
download the script from
http://learnmikrotik.com/book/basicconfig/config.txt. The script is a text file so copy it to your
clipboard and then in WinBox, click the New Terminal button and inside the terminal window
right click with your mouse and select paste and watch the script configure the necessities.



At this point you should have a router with ether1 ready to connect to the Internet provider
with the following assumptions:

Ether1 is the WAN port; it will expect DHCP from the provider.

Ether2 is the LAN port; it will give your computer a DHCP address.

If you have a wireless card, it will broadcast 2.4 GHz with the wireless network ID
MikroTik. It will also pass out DHCP addresses.

You can connect with a cable to ether2 or wirelessly.

The system clock will be synchronized to NIST, the National Institute of Standards and
Technology and the clock will be set to US Central time.

The router will provide basic Internet access, has no admin password, no encryption and
no firewall so please understand

there is no security provided! If you do not have Internet access and enjoy typing, you can
type the commands on the following page into a terminal window instead of pasting.

/ip address

add address=192.168.1.1/24 disabled=no interface=ether2

add address=192.168.2.1/24 disabled=no interface=wlan1

/ip pool

add name=dhcp_pool1 ranges=192.168.1.2-192.168.1.254

add name=dhcp_pool2 ranges=192.168.2.2-192.168.2.254

/ip dhcp-server



add address-pool=dhcp_pool1 \

disabled=no interface=ether2 lease-time=3d name=dhcp1

add address-pool=dhcp_pool2 \

disabled=no interface=wlan1 lease-time=3d name=dhcp2

/ip dhcp-server config

set store-leases-disk=5m

/ip dhcp-server network

add address=192.168.1.0/24 dns-server=4.2.2.2 gateway=192.168.1.1

add address=192.168.2.0/24 dns-server=4.2.2.2 gateway=192.168.2.1

/system ntp client

set enabled=yes mode=unicast primary-ntp=50.19.122.125

/interface wireless

set 0 band=2ghz-b default-authentication=yes disabled=no\

wireless-protocol=802.11 mode=ap-bridge

/ip dhcp-client

add interface=ether1 disabled=no

/ip firewall nat

This basic configuration will get you started learning RouterOS.

Interfaces

Interfaces are the physical ports that allow input and output connections to the router.
Interfaces are accessed from the Interfaces button. Interfaces can be renamed by double
clicking on the interface name in the Interfaces list window and then setting their Name on the
General tab. This will help you identify them physically or logically or assist you with
troubleshooting.

I suggest using comments on interfaces rather than renaming them. My reason is that most
enclosures are labeled with the same interface name as it appears in RouterOS and keeping
them the same makes things simpler.

Example – Add an IP Address



The first step in learning to configure this device is to gain access and configure an IP
address. The assumption is made that you understand basic networking and subnetting and
accept the fact that for two hosts to communicate on the same local area network or LAN, they
must be on the same subnet or they will require the help of a router that has addresses on both
subnets.

That being said, to add an IP address to a RouterOS device, it is first necessary to gain access
through one of the methods previous described including WinBox through the MAC address,
or through the serial terminal as outlined beginning on page 27. If WinBox does not see your
router, try a different interface or use the serial terminal method.

1. Begin by clicking the IP button and then Addresses. Click the plus sign to add a new
IP address to the desired interface.

Note that RouterOS uses CIDR or Classless Inter-Domain Routing or slash notation to
determine the subnet and this must be included on the address line. The format for CIDR
notation is 192.168.1.1/24 where the /24 determines the subnet.

2. Click ok to save the address.





Chapter 2 – User Management

The title of this chapter is User Management, which should not be confused with
UserManager. UserManager is a totally separate package distributed by MikroTik and is
basically their implementation of Radius server. User Management is a function within
RouterOS and should therefore not be confused with the UserManager optional package.

Users can be created with three different permission levels. By default, there exists a user
named admin with permissions of full. By default the admin password is blank. Obviously for
security purposes, changing the admin password to something a bit harder to guess than a
blank password is prudent, however, you may wish to create several users with various
levels of access.

Note: This task can be centralized and the administrative effort of controlling user access can
be simplified by using a central authentication mechanism such as Radius or MikroTik’s
UserManager. More on that on page 45.

In WinBox, users are created by clicking the System button and then the Users menu item. The
plus sign will add a user and allow you to set the password. Also selectable is the group and
there are three by default. The group “full” has full read and write access to the router while
“read” can only view the configuration and “write” can read and write the configuration.
These three default example groups provide some demonstration of the granularity with the
rights you can give each of them. Don’t be confused by the group named “write”. The write
group isn’t substantially different by design, it just has a different set of permissions as
created by default. Typically, I recommend you create users with read access for anyone that
doesn’t need to change the configuration and full access for your trusted admins. Any
deviation on this policy should be made on a case-by-case basis.

From the System Button, select Users.

From the Groups tab, you can double click a group to see their details.



As you can see, there are a lot of possible combinations of group permissions available:

Your selections are dependent upon your individual circumstances.

Example - User and Group Assignments and Policy

User creation and group assignment is really simple and self-explanatory so instead of an
example, a best practice might be more meaningful and useful.

Here is an example of groups and access rights. You are considering using a consultant to
provide network evaluation and possible configuration but don’t want him or her to accidently
cause an outage in your production network. Before giving anyone the “keys to the kingdom” I
recommend creating for him or her a user with read access. This way, they are able to view
your entire configuration without actually being able to make changes. Once you are
comfortable with their abilities, then you can change their group to full.

For Further Study – UserManager

If you aren’t ready to explore an advanced topic, you may skip this section and return to it
later.

Imagine you are a network administrator with various levels of technicians and admins. You
want a centralized approach to user management and various levels of access to ensure your
ability to terminate network access for an employee quickly. The best and most scalable
solution to this situation is MikroTik’s UserManager.

The installation of UserManager goes beyond the scope of this book and the MTCNA
certification but a few instructions here can help steer you in the right direction. First,



UserManager should be installed on a machine that is in a very stable part of your network
with reliable power and connectivity so I suggest your NOC or data center as the ideal
location. Since it is available as a package for RouterOS, it can be installed on a physical
router or a virtual machine running the X86 version of RouterOS, the latter being my first
choice. Typically I put my Dude server and my UserManager on the same virtual machine
since I run VMware in my data center. (The Dude is MikroTik’s network monitoring program
and is available for download at no charge on MikroTik’s web site.) UserManager creates a
large quantity of log files and the availability of the extra disk space a virtual machine can
provide is helpful.

Once UserManager is installed and working, you will install a radius client on each router to
authenticate from UserManager. Next you will check the box for “Use Radius” under the
User’s List through the AAA button. I recommend setting the local admin password on the
router to something difficult to guess and only known to you or a trusted employee. This local
user is always available to log into the device even if the UserManager server is unavailable.
Then create users within UserManager for each of your technicians with the appropriate User
Group. If a technician is terminated, you simply remove their account in UserManager to
disable their access to the entire network.

Obviously there are many steps in-between the portions I have described and the MikroTik
Wiki is a great place to go for a step-by-step process to deploy UserManager. Hopefully the
pieces I have added here will fill in the remainder of the blanks and ensure a successful
solution for centralized user management.





Chapter 3 – Upgrading and
Downgrading the Operating System,
Package Management

RouterBOARDs come from MikroTik preloaded with RouterOS. MikroTik recommends that
you upgrade your board to the latest version of RouterOS before beginning any configuration.

The operating system is in constant development and new features or bug fixes are frequently
available, sometimes even monthly. The decision to do an upgrade on a production system on
the other hand should be based on some basic logical reasoning such as:

1. Is there a feature I want to add to my device that the new OS will provide?

2. Is there a security vulnerability this version solves?

3. Is there a bug fix this version provides?

4. Do I need to upgrade to provide support for some new hardware?

All of these are valid reasons to upgrade your device. As a friend of mine says, “Every
problem is the result of a previous solution.” and I think that holds true for upgrades. Another
one I am sure you have heard is “if it isn't broken don’t fix it”. I think you get the point here, if
the criteria expressed above doesn’t apply, leave your router alone. It is doing its job and
doesn’t need your help, however, if you need to do an upgrade, read on.

Example – Upgrading the Operating System

1. First, you must download the upgrade package from MikroTik. After web browsing
to the MikroTik site, locate the download section and select the platform you want to
upgrade. See page 36 if you have any questions about which file to download.

2. Download the .npk package to your desktop. Typically the package you want is the
stable version, “combined package”. This single file contains the same features that are
installed by default on the device.

3. Once the package is downloaded (typically around 12 megs), launch WinBox and
access through the device’s IP address, not through the MAC address. As stated before,
the Layer 3 method is the best for all normal router management.

4. Inside WinBox, click the Files button. This will open the Files List showing all the
visible files stored on the router.



5. Next, drag the package from your desktop to the files window. This can be a bit
tedious, depending on how the files are sorted in the files window. Dropping the file
inside a folder will prevent the upgrade from taking place so use care to get it at the top
of the list. One trick here is to click the Backup button in the Files List. This will
produce and save a backup file, which sorts to the top of the list and allows you a little
space in which to drop the upgrade package. The npk file doesn’t have to be the top file
in the list, but make sure it isn’t in a folder.

6. Dropping the file in the area identified by the red arrow will produce the desired
result:

7. Once the file has completely uploaded, issue a reboot command by clicking System
and Reboot.

Note: Pulling the power at this point will not upgrade the router; you must enter a
graceful reboot using the reboot command due to the process RouterOS uses to update
the device.

After a few minutes, your router will return to operation with the new version installed.



You can confirm in several places, including WinBox and in the System Packages List.

Confirm in WinBox:

And in the Package List:

Once the operating system has been upgraded, it is advisable to update the boot loader.
This is done from the command line by clicking the New Terminal button. At the command
line type:

The system will ask for confirmation so answer “y”. Then, reboot the system to upgrade
the boot loader.

In version 5 and later, this can be done in WinBox by clicking the System button, selecting
RouterBOARD, and clicking the Upgrade button.

This two-step process will ensure that both the operating system and the boot loader are
compatible versions. Upgrading the boot loader ensures the hardware is best able to
communicate with the software and although not required, is recommended. Upgrading the
boot loader with an x86 based system is not possible or required.

Example – Downgrading the Operating System

Sometimes it is desired or necessary to downgrade the operating system.

1. This is performed in the same manner as upgrading, however once the older package



has been copied into the Files List, click the System button and select the Packages
menu item.

2. In the Packages List, select all of the packages and click the Downgrade button.

3. Reboot the router and the operating system will be downgraded.

Note: I do not recommend running different versions of packages unless you know what
you are doing. To do so may be possible but can produce unwanted results.

Example – Upgrading using FTP

If WinBox and the simple drag and drop method is not possible, you can use an FTP client to
transfer the package to the router and then issue a reboot command.

Example – Adding a Package

Sometimes you find it necessary to add a package not already installed on the router. This may
be true for adding a feature like UserManager or if you accidently uninstalled a package that
you now need. Packages not included in the combined package may be downloaded as a zip
file from the same page on the MikroTik site where you downloaded the upgrade package.



To install a single package:

1. Download the “all packages” and unzip on your desktop.

2. Drag the package to your Files List as you did previously for the system upgrade.

3. Reboot the router and the new package will be installed.

Example – Best Practice for Package Management

I recommend uninstalling any packages you do not need or anticipate you will not need in the
future. I also recommend disabling any packages you might need in the future but don’t need
today. This will help secure your system, simplify the configuration and reduce system
resources.

I recommend the following packages be the minimum installed and enabled.





Chapter 4 – Router Identity

The identity of the router you are logged into is shown in several places in RouterOS. By
default, the identity is MikroTik, which is obviously not very useful in your network so it is a
good idea to make setting the router identity part of your standard configuration routine. The
convention you choose is entirely up to you, but I have found that using the physical address of
the client is often helpful to help troubleshoot at a later time. For example, setting the Router
Identity to “103 Smith Street” is a good practice.

The router identity is found in several places. In WinBox it appears on the title bar:

In the terminal window at the prompt:

And, in the IP Neighbors List:

Example – Setting the System Identity

The system identity is set using the commands System and Identity:







Chapter 5 – System Time and the NTP Protocol

NTP Client Setup

Having the system time set accurately is important for many purposes, especially logging and
troubleshooting. Since RouterBOARDs do not have an onboard battery to keep the clock
running, setting up the NTP client should be a part of your standard configuration.

The function of the NTP client is to query an NTP server and get the current time and then set
the local clock. The actual displayed time on the RouterBOARD system will be dependent on
the local time setting on the device.

Example – Setting Up the NTP Client

The NTP client is part of the default packages so there is no package that needs to be added,
simply select System and NTP Client. To have the device query a public Internet time server,
set the NTP Client to Enabled, select the Mode as “unicast” and set the Primary NTP Server
to a DNS resolvable name or IP address. I suggest “us.pool.ntp.org” for U.S. based systems.
Adding a secondary NTP server is optional and you can consider one like time.windows.com.

Using us.pool.ntp.org and simply pool.ntp.org will typically yield two different NTP servers.
Once the router is connected to the Internet, the DNS server will resolve the DNS name and
then these NTP servers will be queried for the current date and time.

System Clock

Setting up the NTP client will not ensure the local clock is accurate for local time so you must
set your time zone on the Clock setting to ensure your clock information is meaningful.

Example – Setting the System Clock Manually and Setting the Time Zone

1. Manually setting the clock is not recommended because every time the router
reboots, the time and date settings are lost. The system clock is set under System and
Clock:



2. It is only necessary to select your local time zone from the pull-down list. The DST
Active checkbox is a read-only indication of whether the standard settings dictate the
current existence of daylight savings time. It is only configurable on the Manual Time
Zone tab by setting the beginning and ending dates for daylight savings time.

Advanced NTP Server Setup

This process is not needed for a basic setup. If you do not want to use an Internet based time
server, or if you simply want to run your own, that is possible by adding the NTP Server
optional package found in the package NTP. See Chapter 3 for instructions on Package
Management.

Once the NTP package has been added and the router rebooted, the NTP server can be
configured.

Example – Enabling NTP Server

1. Download the “optional packages” zip file from mikrotik.com.

2. Unzip the package on your desktop.

3. Drag the NTP package into the files window.

4. Reboot the router. Once the router reboots, click the System button and then NTP
Server and enable the NTP server for the protocol of your choice(s). Typically
checking “enabled” is the only setting required.



Other routers in your network will now be able to access this router as their NTP
server.





Chapter 6 – Backups

I once saw a sign that read, “Blessed is the pessimist for he hath made backups". I could not
have said it better myself, as nothing is more difficult than trying to remember a configuration
while screaming customers are down. Luckily, creating backups in RouterOS is quite easily
done and can be automated as well to provide a high level of disaster recovery preparedness.

In summary, there are two types of backups – binary and text based. A binary backup is not
editable, but is simple to produce and easy to restore. A text-based backup on the other hand
is editable and can be restored to different hardware platforms by doing some simple editing
with your favorite text editor such as Windows Notepad.

So, with two possible backup types, which do you choose? Well, my simple response to that
is both. Each has its own unique value and by producing both you have more flexibility when
disaster strikes or if you simply need to upgrade a device.

A binary backup is typically simple to restore to a new device if it is exactly the same make
and model. For instance, if you are replacing a RouterBOARD 433 board with a new
RouterBOARD 433, a binary backup can be restored in seconds with typically one hundred
percent accuracy. By accuracy, I mean that every interface will be configured exactly the same
as before thereby producing a clone of the original device configuration. That being said,
when changing platforms, the result might not be as seamless. For instance, if you restore a
backup made on a RouterBOARD 450 to a RouterBOARD 433, the most obvious problem is
a difference in the number of interfaces. In this case, the text-based backup makes perfect
sense.

Example – Creating a Binary Backup

1. In WinBox click on the Files button.

2. In the Files window click the Backup button.



3. Once the backup file is created it will appear in the Files List. Drag the file from the
list to your local drive or desktop for safekeeping. It is also helpful to rename the file to
something meaningful to you. For example, “main street access point 11-05-11.backup”,
or “gold standard AP 11-05-11.backup”. It is also a good idea to include the date in all
backup file names. If you don’t do this, all the backups will start to look alike.

Example – Restoring a Binary Backup

1. Click on the Files button.

2. If the file is already in the Files List from a previous backup, click to highlight it and
then click the Restore button. The router will confirm the reboot. Once rebooted, the
backup is restored.

3. If the file to be restored is on your local drive, find it on your computer and then drag
it to the files window and drop it at the top of the window. Click to highlight it and then
click the Restore button. The router will confirm the reboot. Once rebooted, the backup
is restored. When a backup is restored, you may need to enable the wireless interfaces.

Tip: Depending on the number and names of the files in your File List, sometimes it is
difficult to drop the backup file where you want to drop it and it ends up in a folder



rather than the root directory. A good way to fix this is to create another backup using
the process above which will put the fresh backup at the top of your files list and
thereby create some space above any folders. Then, simply drag and drop in the new
file and this operation is made much easier.

Text Based Backups

My recommendation when restoring a text backup or “export” is to spend some time in your
text editor cleaning up the configuration before importing it on the new hardware. In
particular, do a word search for the phrase “MAC Address=”. I recommend removing all of
those configuration segments, thereby making the restoration more universal. If you don’t,
when the import occurs, those lines will not be imported because the MAC address will not
match the original hardware. Simply removing those configuration variables causes the file to
load properly and typically without error.

Another use for the text backup is to establish a “gold standard” configuration. A gold
standard is a configuration that is used on all of your devices with general configuration
options such as NTP client, clock settings, and SNMP (Simple Network Management
Protocol) community strings, to name a few. By configuring a single device with all of the
standard options you normally want, you can then product a text export and edit it using a text
editor, copying and pasting the appropriate sections into a new text file. Once you have all of
your configuration sections, test them on a new device and this file becomes your gold
standard.

Example – Creating a Text Export (text backup)

The text export is created from the command line only.

1. Open a terminal window by clicking the New Terminal button.

2. At the root prompt, type export file=[your file name here]. Of course, the square
brackets are not actually typed, you should be naming your file in that field.

Example: export file=myconfig. It is not necessary to specify the file extension, it will be
added automatically.

Producing the export will take 100% CPU for a few seconds but will then produce a file
in the Files List. From there you can drag and drop it to your desktop for renaming and
further editing.



You can also omit the “files=” portion of the command and it will export the configuration
to the terminal window. From there you can copy and paste parts of the file for use
elsewhere.

Also note that the export is produced relative to the portion of the command tree you are
in. For example, from the root of the command tree, you will export the entire
configuration. By typing IP Address and enter, you will then be inside the IP Address
menu branch and an export from there will only produce that portion of your configuration.

Example – Importing a Text Backup

There are several methods of using the text backup you have created and edited. One way is to
copy the text to your clipboard and then right click inside a New Terminal window and select
paste. This way the commands are executed “real time” so you can watch the effects as they
occur. Another method is to import the file from the command line.

1. In WinBox, click the New Terminal button to open a terminal window.

2. Drag the file to be imported into the File List root directory.

3. At the command line type import file=FileName.rsc.

A shortcut here is to type the command less the file name and then hit the tab key to
display all importable files. Typing a portion of the file name and hitting the tab key again



will complete the name for you.





Chapter 7 – Licensing

One of the attributes of RouterOS that delivers the most value is the base feature set, which is
consistent across the entire license range. While many manufacturers require additional fees
to add even standard base features, MikroTik delivers all of the features in all license levels
and simply restricts the number of instances. Licenses are included with RouterBOARDs and
licensing is typically not an area where you will need to spend much time for basic setups.
However, if you need to install RouterOS on a PC or turn a RouterBOARD designed as a
client device into an access point, then this information is important.

For example, with a level 3 license, you can construct a point-to-point link with a single client
but to add multiple clients in ap-bridge mode, a level 4 license is required. On the other hand,
MPLS, an advanced feature, is available across the entire license level spectrum.

The following chart displays the various license levels and their associated features:





Some additional things to know about licenses are that they never expire, level 4 and higher
licenses include email support for up to 15 days after purchase, can support an unlimited
number of interfaces, and they can only be used for one installation.

All RouterBOARDs come complete with a license installed, the level of which is determined
by the board’s purpose. For example, if the board is intended to be a CPE (customer premise
equipment) device, it comes with a level 3 license. Access point or AP boards come with at
least a level 4 license and so on.

Licenses cannot be upgraded but they can be purchased and replaced. For example, if you
own a device with a level 3 license, you can purchase a level 4 license and install it on the
device thereby turning it into an access point. Changing license levels is considered the
equivalent of installing a new license, not an upgrade, so you will have to pay the full cost of
the level 4 license and not just an upgrade charge.

Licenses can be bought by creating an account at mikrotik.com and entering the software ID as
detailed in the examples that follow.

Example – Determining Your License Level

To determine the level of license installed on your device, click on the System button and then



License.

Example – Install a License

1. To obtain a license key, repeat the procedure in the previous example and copy the
Software ID to your clipboard. Create an account and log in at Mikrotik.com. Purchase
a new key using the Software ID and obtain the new key.

The key will look like this:

You can copy the key to your clipboard for installation. You should copy all of the text as
follows including “-----BEGIN MIKROTIK SOFTWARE KEY: ------------“ and “-----
END MIKROTIK SOFTWARE KEY--------------“. To paste the key into the router, select
System License and click the Paste Key button.

2. An alternate method is to use the .key file generated by MikroTik. Click the Import
Key button and browse to the .key file to install it.



Note: The Update License Key button is used to update the key to the new format as
presented when upgrading from version 3 to version 4 and requires the laptop to have
Internet access in order to complete. There is no charge for this update.





Chapter 8 – Firewalls

Where there are options there is power. Where there is power there also can be complexity
and therefore creating firewalls with RouterOS is often seen as an area of complexity where
users fear to tread. As a result, many either make the decision to forego the firewall and hope
for the best or copy firewalls others have created online and thereby never realize the power
that a properly created firewall can have and the protection it can offer their network or their
network connected devices.

I have often heard it said that the best way to protect a network is to put the hosts inside a
vault, lock the door, post a guard and never connect the network to the Internet. Although this
is a bit extreme, the concept is basic and understandable; access to a network is the means by
which a security breach or attack occurs. Remove the access and you remove the threat.
Equally obvious is the fact that our networks need to be connected to the public Internet so
there is the application for firewalls.

By definition, firewalls should pass good traffic and block bad traffic. This good and bad
traffic is passing either to our firewall, from our firewall or through our firewall. In almost
every circumstance, a firewall is also acting as a router which doesn’t really add any
complexity but is worth contrasting against what is typically termed a “passive” firewall or
bridging firewall. In a passive or bridging firewall, the device is inserted into the network as
a Layer 2 device meaning it is not routing packets. It typically has an IP address but only for
the purpose of administration. Unlike a router, all packets that enter the passive firewall pass
out of the firewall unless there are rules that specifically drop those packets. In this book, we
will be covering routing firewalls, although passive firewalls are created in a similar manner.

Firewalls need rules to restrict traffic flow and fortunately these rules are organized in chains.
The purpose of the chains is to determine at what point in the progression of a packet into or
through the firewall a set of rules is applied. The three default chains are input, forward and
output. There are also user created chains for organizational and load reducing purposes but
they rely on the three default chains. In summary, the user-defined chains do not see traffic or
packets unless the packets are sent there by one of the three default chains. I will cover that in
detail later in this chapter.

Let’s begin with the input chain. The input chain is designed to protect the router itself.
Consider the following diagram:

Figure 1 - IP Firewall Input Chain



As you can see, this is a very typical placement of a firewall router at the gateway to the
public Internet for a local area network. The Local Area Network or LAN uses private IP
addresses, hidden from the public Internet, or WAN, behind the public address on the
firewall/router’s external or public IP address. Packets coming from the LAN or from the
WAN destined for the router itself will pass to the input chain, so that is the logical location
for rules to protect the router. This brings up an important detail about the operation of IP
networks as it relates to the formation of packets.

I am going to digress from firewalls for a moment and discuss packets. Packets are the
messengers of the Internet, very similar to a letter you mail at the post office (but not nearly
that slow). Every letter has a “to” address and a “from” or return address. The “to” address
tells the post office where the letter should be routed and the “from “ address tells them where
to return the letter if it can not be delivered. In the same way, packets have a “source” address
(in this example the from or return address) and a “destination” address (in this example the to
address). These are often abbreviated as dst for destination and src for source. When your
computer sends a packet to let’s say Google, it forms the packets with a dst address equal to
the resolved IP for google.com and uses the PC’s IP address as the src address. When Google
gets the packets and wants to send it back with the information requested; it reverses the src
and dst and you get what you requested. If something goes wrong along the way, upstream
routers know what host to send the packet back to as “undeliverable” or “unreachable”.

Now, back to our example of input chain rules. Typically, the only packets that should be
going to our router are either packets from communications, connections our router has
initiated (which we assume to be legitimate and safe), or packets representing us
administering or configuring our routers. This greatly narrows down the list of safe host IP
addresses and makes creation of firewall rules much simpler. The easiest scheme to use when
creating firewall rules is to allow what you determine to be good or safe traffic and then use
wildcards to drop all other traffic. You could try and do the opposite and drop all the bad
traffic, one protocol and port combination at a time, but to do so would require thousands or
millions of rules and then you could never be sure you covered every possible threat.
Obviously, that is not a viable scheme so we will allow the good and drop everything else..

So, what is “good” traffic to your firewall router? That’s actually easy and can be found by
thinking of two things:

1. What protocols and ports will you use to administer the router?
2. What services will your router provide to the network LAN or WAN?

These two questions will then define all the rules you will place in the “to” chain and
everything else will then need to be dropped.

Before we move on, it is necessary to examine the way firewall rules in any chain work.
Rules are simply packet matchers. They define certain criteria to identify packets and then
they perform some action on those packets. Firewall rules work on an “if-then” principal. “If”
a packet matches their criteria, “then” perform the following action on them. The matchers
assume that if something is specified, it is identified, if it isn’t specified, it matches all
packets.



The following is an example of a new firewall filter rule created in the input chain.

As you can see, nothing has yet been selected other than the chain. This rule then matches all
packets going to the router. In the next illustration, we have begun the process of narrowing
down the packet matching criteria:

This rule now matches all types of packets but only if they are coming from (src address) our
private LAN. Adding additional criteria will further narrow down the scope of this rule. This
is the “if” portion of the rule. Next, we must specify some action to be taken when a packet
matches the rule. This is done on the Action tab.

In this illustration, we have selected the default action of “accept”.



The action of “accept” allows the packet to enter the firewall. This one rule, although very
simplistic in nature, will allow any host in our LAN network of 192.168.1.0/24 to have
access to all services on the router itself. The only thing required to complete this very simple
input firewall is a rule to drop all other traffic that doesn’t come from our LAN. The
assumption here is that all traffic from our LAN is safe and everything else is bad, which isn’t
really good security, but it is sufficient for this example. To create the drop rule, we simply
create a second firewall rule matching all traffic by only selecting the input chain and nothing
else on the General tab and then selecting an Action of drop.

It is important to know that firewall rules like almost all rules in RouterOS are processed in
order, top to bottom. Therefore if your accept rule is before your drop rule, everything works
as expected. If you put your drop rule first, well, you will lose access to your router.

In the previous example, if we put an address from our LAN network on our laptop, we will
be able to administer the router using SSH, WinBox, FTP, or HTTP. The router will not
respond to pings from the public Internet and we will not be able to access the router from
outside our LAN. This is the first building block of a firewall. A better “accept” would
further narrow down the range of IP addresses to be allowed to administer the router to only
our laptop or only the IP’s used by the IT group, etc. In addition, it is advisable to only allow
the protocols and ports you will actually use. This is the most secure type of input firewall.

If you follow the example above, you may notice that everything seems to work normally as it
relates to accessing the router, however, this firewall will break other services the router
provides to the LAN such as DNS if you are using the DNS caching facilities of RouterOS.
This is normal.

Learning firewalls can be very frustrating and complex unless you break them down into the
building blocks that compose a firewall and teach these blocks in a progressive manner. I
always tell my students in class, to not be impatient as we step through this journey, let’s learn
one piece at a time and then we will put them all together and things will work as expected. I
had a guitar teacher that told me “our goal is to play the song, not to finish the song” and the
same applies to learning firewalls.



Connections

Now we will bring in the next piece to the firewall puzzle, connections, but first let’s discuss
some basics. Communication in networks is conducted using ports; the device sending the
packet sends the packet from a port (the source port) and the receiving device receives the
packet on a port (destination port). Protocols like TCP or UDP are also used, but let’s restrict
our discussion to ports for now. These combinations of source and destination port are held
constant for each connection between hosts. Our data will be transmitted across these
connections. There are four types of connections: new, established, related, and invalid. Let’s
begin with new.

Generally, every time a router sends a packet to a host for the first time, it opens a new
connection. In this scenario, I am defining a new connection as a source/destination/port
combination that has never been seen before by either host participating in the communication.
I often abbreviate source as src and destination as dst. A connection is only new when it is
initiated, and afterward it is considered as established unless it is “disturbed” or stops and
then it becomes new again. So what can cause this “disturbance” I just described? That would
be an invalid packet. An invalid packet is one that does not belong to any know connection but
does not create a new connection. In summary, invalid packets are never useful and therefore
should be dropped. They can be created by malformed or misbehaving software or a possible
hacking attempt.

In addition to new connections and established connections, there are also related
connections. The easiest way to understand related connections is to think about them as what
they are not. They are not new because they are created by a connection that has already been
seen as new, they are not invalid, and they are not part of the established connection, they are
simply related to an already established connection.

The rules to understand here and dedicate to memory are:

A connection is new when its src/dst/port combination is seen for the first time by either
host participating in the communication.

A connection is established on the packets following the packet that creates the new
connection. Without allowing a new connection to be opened, it can never be established
or related.

This is important - the new connections become the gatekeepers of established and related
connections. Control the new connections and you control all other connections.

A connection can’t be a related connection unless it is first a new connection. Related
connections are not new or established but are a part of an established connection.

Invalid connections aren’t useful and should be dropped.



Figure 2 – Connections 1

In the preceding diagram, you can see several states of connections and the combinations that
are possible.

Beginning with the first line, the first packet begins the new connection. All packets
following are a part of an established connection.

The second line begins with an invalid connection, not a part of any known connection and
not a new connection. Following it is a new connection, then an established connection.
The invalid connection “breaks” the established connection and therefore the next packet
must begin a new connection.

The third line begins as the first line with a new connection, and then an established
connection, and then it spawns a related connection. We now have two parallel
connections related to each other.

The fourth line begins as the first but ends with two invalid connections so can you guess
what the next connection state would be? If you answered new, you now understand
connection states.

Two Ways To Control Access

So far, we have discussed two ways to control access in the input chain. The first method is to
simply filter every packet coming into the router. If it passes through our filter it is allowed, if
it doesn’t pass, it is dropped.

The second method is to filter based on connection state. If the connection is in a certain state,
accept it, if not we will drop it. In addition, if a connection is in the invalid state, we will
simply drop it.

To understand how these two methods work together and are used by a RouterOS firewall,
consider the first example I gave with two input rules. The first rule allowed all traffic from



the LAN network. The second rule dropped everything else. If a host on the LAN tries to ping
the router, it will get a reply. If the router tries to ping a host on the LAN, again, it will get a
reply. But, what if the router tries to ping a host on the WAN? If you try this, what you will
find is that the ping times out. You may ask why, as we are not restricting the router from
doing anything, but the answer is that although the router creates and sends the ping packet, it
can’t get a reply because we are blocking on the input chain. Effectively, the router doesn’t
know the host sending the reply packet so it drops it.

Since the host you are pinging on the WAN isn’t on the LAN network, and therefore not
allowed by the first rule, it is dropped by the second rule. One fix for this would be to write a
new accept rule to accept ping packets from the WAN host you are pinging, however, this
would have to be done for every host you would ever want to ping from your router. Another
option is to allow ICMP (Internet Control Message Protocol, the protocol ping uses) from all
hosts but again this isn’t a good solution because it creates a security hole.

This is where connections state matchers can save the day. With connection state matchers,
we can assume that if the router itself opens a connection, it is safe to allow a return
communications from that host for that one protocol and for that one connection. You can think
about connections now as being a two way street or a pipe. Traffic flows both directions once
your router opens that pipe. This allows the ping to return from the host it was sent to.

It is not necessary to restrict new connections with firewall rules to the router because the
only way a connection can be opened from the router is if we log into the router and generate
a ping, open a telnet or SSH session, or use some other protocol that creates a new
connection. Another scenario is if the router tries to do a DNS lookup on a DNS server on the
WAN interface, it must open a new connection to that remote host. We assume here that
connections can not be created from the router unless we initiate them, or we allow them to be
initiated by using protocols that open connections like caching DNS. This is a safe
assumption. The router opens the new connection and the return is handled using an
established connection rule. Therefore, only one established connection rule is needed on the
input chain for connections from anywhere to return to the router itself.

So, back to the example with two firewall rules, one to allow packets from the LAN network
and a second to drop everything else. By adding a third rule we can allow our router to ping
or for it to do DNS lookups by allowing that return path through a connection state rule. This
rule must be added above the drop rule and will allow a connection state of established. Add
one more rule like it for related packets and this solves the problem.

But now you ask, what about new connections, don’t we need a rule to allow them too? In this
scenario, new connections are only created when we do something like a ping from the router
itself, so that becomes the control. The return connection when the ping packet reply arrives is
now in the established state (remember, established connections are those that follow a new
connection by virtue of their src/dst/port combinations) so our established connection state
rule allows the return path. Obviously a related connection state rule works the same way and
is also needed. The final result will be four rules on the input chain:

1. A rule to accept everything from the LAN network.
2. A rule to accept all established connections.



3. A rule to allow all related connections.
4. A rule to drop all other packets.

You could add a rule to drop invalid connections but that would be redundant because rule 4
above drops everything else and that includes invalid connections. The input firewall is now
complete and you have thereby secured your router.

Forward Chain

As the input chain protects the router, the forward chain protects the clients. In this statement, I
am referring to all hosts behind the firewall as the clients. Traffic to and from the hosts behind
the firewall passes through the forward chain and so that is where we will place our rules.

Connection state matchers are ideally suited for this job. Consider the following scenario.
You want to create filter rules to allow protocols to pass through your firewall and drop
hacking attempts. If the only tool in your toolbox is firewall rules that match traffic based upon
source IP and/or destination IP, you would actually have to write one rule for each host on the
Internet you wanted to allow your customers to access and, one rule for each return path!
Obviously, this isn’t feasible and port matchers help a little. For instance you could allow all
port 80 through the firewall and that helps a lot. Add port 110, 443, etc., and you are certainly
on your way, but what about protocols and ports you did not anticipate? What about the
scenario when your client wants to use SSH on port 22 or some other new application? That
is where connection matchers can once again save the day and that is why I teach the forward
chain using connection matchers.

There are several assumptions here:. First, that if a host on your local area network opens a
connection to a host on the outside of the firewall, that was an intended operation and you by
default are allowing them to do that. Second, remember that once the connection is opened, it
is a two-way pipe. The host can now send data to the external host and the reverse flow will
also be allowed. So far, none of these caveats create any heartburn for me as a system
administrator so let’s continue.

By understanding the connection states we discussed previously, we can protect our clients
behind the firewall with only a few simple rules. These rules will use matchers based on
connection states and allow connections to be initiated only from the LAN, allow two-way
communication through the firewall for every connection opened by LAN clients, and drop all
other traffic through the firewall. In addition, it will allow you to add additional rules to block
certain ports and protocols even if your LAN clients initiate them. Let’s begin.

The first rule in our forward chain will allow customers on the LAN to create new
connections through the firewall. Since all connection states begin as new connections, by
controlling the creation of new connections, we effectively control all access through the
firewall. For this purpose, we can use the source address packet matcher in a firewall rule to
restrict the first rule to only match packets coming from the LAN. This can be done by simply
entering the network address of the LAN in the “Src. Address” field. For example, if your
LAN network is 192.168.1.0/24, enter that address in the blank on the General tab. Next, we
can use the Connection State matcher to match new connections. Finally, the action of accept



will allow “new” connections, sourced from our LAN to be accepted.

Note that only if the source address is on the LAN will the connection be allowed, so hosts on
the WAN side of the router will not be able to open new connections through our firewall.

The next rule will allow related connections. This rule is less restrictive because we have
already controlled new connections and secondarily restricted all other connections through
this single control. The second rule matches “related” connections in the forward chain with
an action of “accept”.

The third rule is similar to the second and allows established connections. Finally for good
measure, we drop invalid connections in the forward chain and drag it up to the top of the rule
list so it gets processed first.

Address Lists

The final piece of the basic firewall puzzle is the one that really simplifies our lives in the
firewall world and that is the Address List. Address lists are created to allow a single rule to



apply to one or many groups of IP addresses or subnets.

Without an Address List, it would be necessary to write a separate rule for each IP address,
range or subnet for which we wanted to match packets. With an address list based rule, we
simply reference an address list name instead of an IP.

To create a new Address List, click on the IP button and select Firewall and click on the
Address List tab. There you can click the plus sign to create a new entry and name it as you
wish. If this is the second entry for a list, you can use the pull-down list to select the list name.
In the address blank you can type an IP address, a subnet or a range. Once the address list
entry is created, it can be referenced in a firewall rule on the Advanced tab again using the
pull-down.

All of this may sound a bit confusing at this point until we tie it all together with some
examples. A basic firewall will need two groups of rules on the input chain to protect the
router itself and rules on the forward chain to protect the clients on the LAN. Let’s dig in now
to a comprehensive example.

Example – The Basic Firewall

For purposes of this example, we will assume that the LAN is on the 192.168.1.0/24 subnet.

1. In WinBox, click the IP button and select Firewall and click on the Address List tab.

2. Create a new address list entry using the plus sign for 192.168.1.0/24, name it “MyLan”
and click OK.



3. Click the IP button, select Firewall and the Filter tab. Click the plus sign to create a
new rule.

Rule 1: On the chain, select “input”. On the connection state select “invalid” and on the
action tab select “drop”.

Rule 2: Click the plus sign to create a new rule.

On the chain, select “forward”. On the connection state select “invalid” and on the
action tab select “drop”.



These two rules drop invalid connections to and through the router.

Rule 3: Click the plus sign to create a new rule.

On the chain, select “input”. On the advanced tab select “Src. Address List” and on the
pull-down select the new entry you just created for “MyLan”. On the Action tab select
“accept”. This rule will allow anyone on your LAN to administer the router. Obviously,
you can be more restrictive if you wish.

Rule 4: Click the plus sign to create a new rule.

On the chain, select “input”. On the “Connection State” select “established” and on the
“Action” tab select “accept”. This rule will allow our router to communicate with other
hosts for services like ping or telnet.



Rule 5: Click the plus sign to create a new rule.

For this rule, make sure you are in Safe Mode as a mistake here will disconnect you
from the router. On the chain, select “input”. On the “Action” tab select “drop”. This
rule will drop all other hosts trying to access our router.

Rule 6: Click the plus sign to create a new rule.

On the chain, select “forward”. On the connection state select “new”. On the advanced
tab select the Src. Address List as “MyLan” previously created, and on the action tab
select “accept”. This rule will allow new connections from our LAN to pass through
the router.



Rule 7: Click the plus sign to create a new rule.

On the chain, select “forward”. On the connection state select “related” and on the
action tab select “accept”. This rule will allow related connections through the router.

Rule 8: Click the plus sign to create a new rule.

On the chain, select “forward”. On the connection state select “established” and on the
action tab select “accept”. This rule will allow established connections through the
router.



The last rule drops all other connections through the router. 
Rule 9: Click the plus sign to create a new rule.

On the chain select “forward” and on the action tab select “drop”.

Summary of Rules

Rule 1 &2: Drops invalid connections on input and forward chains.

Rule 3: Allows administration of the router (and any other services the router can provide
such as DNS to LAN clients) from the LAN.

Rule 4: Since we aren’t restricting the creation of new connections on the input chain, we
assume new connections from the router are only created if we are administering the router
and trying to initiate a connection from it such as pinging, opening a telnet session from
WinBox, etc. If a new connection is created, the response must be acceptable so we allow
established connections. This makes everything work correctly.

Rule 5: This is our drop rule for the input chain. The assumption is that we have already
allowed everything that should be allowed so we drop everything else which is standard
firewall philosophy.



Rule 6: This is where we control the creation of new connections and restrict them only to
connections that are sourced from our LAN.

Rule 7: Since we restricted new connections in step 6. Now we allow related connections.

Rule 8: Since we restricted new connections in step 6. Now we allow established
connections.

Rule 9: This is our drop rule for the forward chain. The assumption is that we have already
allowed everything that should be allowed so drop everything else, standard firewall
philosophy.

This example can be extended and serves only as the foundation of a stateful firewall. If you
want to restrict certain protocols, for instance, SSH from the LAN, it is now fairly simple to
create a rule to drop that protocol on the forward chain by matching port 22 with an action of
drop. Put that rule at or near the top of your list and LAN clients will not be able to initiate
SSH connections outside the firewall.

For Further Study: RouterOS also offers some “smart” rules to detect port scans, match
connections, and many other more complex functions that are outside the scope of this book.





Chapter 9 – NAT, Network Address Translation

In the previous chapter hopefully it was made clear the importance of understanding the
source IP, destination IP, source port, and destination port of an IP packet with respect to
firewalls. Combined with connection states, these four simple pieces of information can be
leveraged to assemble powerful firewalls that rival equipment costing many times more than a
MikroTik RouterOS device. In addition to the firewall function, these four pieces of
information can be tracked and manipulated using a function called NAT or Network Address
Translation.

NAT is the process of changing the original source IP, destination IP, source port, or
destination port of an IP packet. It allows functions such as masquerading, which is hiding a
private network behind a public network address. It also allows the opposite function,
destination NAT, allowing public access to a private server.

NAT functions, similar to firewall functions, are organized in chains. The default chains are:

1. Source NAT (“srcnat”), that is changing the source IP address of the packet.
2. Destination NAT (“dstnat”), which is changing the destination IP address of the packet.

Source NAT

With source NAT, the most common function is masquerading, hiding a private network
behind a public address. This function allows a router with a single public IP address to
function as an Internet gateway for a handful or even thousands of hosts or computers located
behind the device on a private network. Like all NAT functions, the process is fairly simple;
change the source or destination IP address or port based on a rule. Like all firewall
functions, the rule itself is based on a packet matcher. The most simple source NAT rule, the
masquerade rule, simply involves configuring the chain as “srcnat”, matching packets going to
the Internet by matching the “out interface”, and setting an action of masquerade.

The first matcher “srcnat” tells the router to strip off the source IP address from the packet. In
this case, the source IP address will be the private address of the host or computer on the
192.168.1.0/24 network. For example, if a host at 192.168.1.2 sends a packet to the Internet, it
will be sourced as 192.168.1.2 when it enters our firewall. Since the rule is a source NAT
rule, the router knows to strip the source IP address. The second packet matcher “out
interface” tells the router to only apply the rule to packets leaving interface ether1, which is
the interface, connected to the Internet in this example. The action of “masquerade” tells the
router to exchange the source IP address (the private IP) for its own IP bound to the interface
from which the packet is leaving (the public IP). Once the switch is done, the departing packet
no longer is sourced from 192.168.1.2, instead it is sourced from the public IP of the router.
Once this is done, the router makes a record of the source and destination IP addresses and
ports in its connection tracking table.



This is necessary so that when the packet returns from the host it was sent to, the router will
know what to do with it. In this case a returning packet will enter the router, the source and
destination IP address and ports will be matched against the connection tracking table and if
there is a match, the destination IP (now the public IP of the router) will be stripped off and
the private IP of the host that send the original packet will be applied.

Destination NAT

Source NAT is typically used for masquerade but also has other usefulness. First, we must
understand the function of destination NAT. With the popularity of enterprises operating their
own mail servers, it has become fairly common to host a mail server or web server on the
private network. Doing this enables protection of the device with the firewall while still
allowing the device to access the Internet via source NAT and masquerade. However, with
only a source NAT rule, the device is not accessible from the public Internet. That may be the
desired scenario but in the case of a mail server or web server, the ability to access the
device from the public Internet may be desired and that is where destination NAT or “dstnat”
becomes useful.

In source NAT, we described the process of stripping off the private IP address from a packet
and replacing it with the public IP address of the router. Destination NAT operates the same
way, but instead the rules are located in the “dstnat” chain and the behavior is to strip off the
destination IP address from the packet and replace it with a new one. The function can also be
performed for destination port as well.

In our example, we have a mail server located on the private network and we want to allow
inbound mail to be delivered to the mail server. To accomplish this, we can create a new
NAT rule with the chain “dstnat” and match all packets hitting our public IP address (“Dst.
Address”). We use our public IP address in the rule because that is the IP address we will
publish via DNS (Domain Name System which is handled by Domain Name Servers) as the
address of our mail server. Since other mail servers will send packets to that IP we will then
have to take those packets, strip off their destination IP address, and replace it with the
private destination IP address in our rule.

The process occurs as follows:



Once again, connection tracking tracks the source and destination IP address and ports and
thereby knows what to do with the packet when it is returned by the target host.
Destination NAT’s do not have to use the same port from the packet matcher on the action tab,
instead, we can change the port as well as the IP address if desired. For example, a packet
entering the router on port 80 (typical HTTP or web port) can be translated to port 8080 on
our internal web server. This allows us to use port 80 on the web server for a different
function like a local intranet. The port change is made on the action tab, an example of which
follows hereafter. Why would you want to do that? One application is an office that has a
single public IP address. Their web server is hosted on the private network and operates on
port 80 and they want to give the public access to their web site. The same company operates
a second private web server on a separate host server that runs a web server on port 80 for
their partners. With only one public IP address and two web server machines that run their
web service on port 80, we now have a quandary. The answer lies in using destination NAT
to change the destination port.

Host 1 – Public Web Server

Public IP: 12.238.96.5, standard HTTP port 80

Private IP: 192.168.1.10, web service runs on standard HTTP port 80

Host 2 – Partner Web Server

Public IP: 12.238.96.5, non-standard port 8080

Private IP: 192.168.1.11, web service runs on standard HTTP port 80

Now we need two NAT rules:

The first rule is the dstnat chain, protocol TCP, destination port 80, action destination NAT,
destination IP is 192.168.1.10 and the destination port is 80.



The second rule is the dstnat chain, protocol TCP, destination port 8080, action destination
NAT, destination IP is 192.168.1.11 and the destination port is 80.

To summarize these processes, NAT is simply the function of changing or manipulating the
source or destination IP address and/or ports of packets entering or leaving the router. In
simple terms, source NAT refers to packets leaving the router and destination NAT refers to
packets entering the router. The most common us of source NAT is for the masquerading
action and the most common type of destination NAT is to NAT a public IP to a private IP.

Special Types of NAT Rules

Source NAT With Multiple Public IP Addresses

If you have a single public IP address on your Internet facing interface and a default route to
your provider on that subnet, it is fairly easy to see that any packets processed by the
masquerade rule will result in packets being sourced from your router’s public IP address. In
many scenarios this is acceptable but what if you add a secondary IP to the Internet facing
interface on a different subnet and use that IP for a mail server located on the private
network? With the amount of unsolicited email (SPAM) that is processed every day by mail
servers around the globe, careful controls are now in place almost universally to control the
origin of emails. One of these controls is reverse DNS, the ability to look up the source
address of the mail server trying to deliver mail to our mail server and ensure it is a member
of the domain name, which it reports to be. In the preceding example, if the forward DNS
entry for our mail server resolves to the secondary IP address on our router and the reverse
DNS is set the same, we would need a way to manipulate packets such that, the source IP of
all packets leaving our mail server is set to the secondary address. This would not be the
normal behavior for a single source NAT rule with the action masquerade.

Here is an example:

Public IP of our router: 23.0.12.2

Default gateway of our router: 23.0.12.1

Mail Server private IP: 192.168.1.2

Secondary public IP used for inbound access to our mail server: 23.0.12.3

For inbound email, if we use a destination NAT rule to receive mail on 23.0.12.3 and
destination NAT it to 192.168.1.2, that works well, however, with only a masquerade in
place to masquerade everything leaving our public interface, all traffic including mail being
sent by our mail server will be sourced from 23.0.12.2, thereby breaking mail. The solution
here is a source NAT rule. The rule would match packets coming from 192.168.1.2 and have
an action or source NAT to IP address 23.0.12.3. This rule solves the issue.

Destination NAT with Action Redirect



Each of the actions you set for a NAT rule accomplishes a more complex function in the
background. The masquerade action for instance strips the source IP and applies the router’s
public (outgoing) IP while destination NAT strips the destination IP address or port and
applies a different destination IP address or port. There is another useful action called
“redirect” that is often used for certain applications.

Consider an example. You operate a network and use your upstream provider’s DNS servers
for your customers. Many of your customers have static IP’s and static DNS entries. For
whatever reason the decision is made to change upstream providers, however, your current
provider does not allow DNS resolution from IP’s outside its network. Obviously you could
use a NAT rule with masquerade to masquerade the old provider’s public IP’s and treat them
as private IP’s while you are transitioning over to the new provider, but what about the static
DNS entries? This is where the redirect action can step in.

Think of redirect as a transparent NAT, it transparently applies a NAT action to packets
based on matching criteria. The other important thing to remember for a redirect rule is that it
“captures” the traffic and processes it on the router itself. This is a different action than a
destination NAT rule with an action of destination NAT.

To summarize the difference between these two types of rules, think of it like this: A NAT
rule with an action of destination NAT sends the traffic to a host while a destination NAT rule
with an action of redirect “captures” the traffic and processes it on the router.

Getting back to our example, we can remedy the DNS issue by capturing the DNS requests on
the router and processing them there using the router’s internal caching DNS server. We will
discuss caching DNS later in this book, but let it suffice to say for now we have already
configured caching DNS on the router and it is able to resolve DNS requests from the new
provider’s DNS servers. In this case, simply create a new destination NAT rule with
matchers for protocol TCP, port 53, and an action of redirect to port 53. The second rule we
need is a duplicate of the first with a protocol of UDP. These two rules will capture all DNS
requests trying to go to our old provider’s DNS servers and answer them on the router itself.
We can then take our time doing the IP transition on the network to the new provider’s IP’s.

Another example of using redirect is to create a transparent proxy. If we aren’t familiar with
proxy servers (the most popular one is called Squid), their function is to accept web requests
(HTTP traffic) and then proxy those requests to the public network. These pages fetched may
be stored in memory or on disk for later serving to proxy clients. This speeds up network
access, enables the use of access rules to restrict use of the Internet, and gives the ability to
redirect web pages, or many other useful functions described later in this book under the IP
Web Proxy function.

If we want this function to be applied without the knowledge of your clients or users and
without intervention on their part, again a redirect rule is the answer. In this scenario, create a
new destination NAT rule matching protocol TCP, port 80, with an action of redirect to port
8080 (or whatever port we have IP Web Proxy running on at the router). Once configured, all
HTTP requests to the Internet will be intercepted at the router and handled by the proxy
server.



Example – A Simple Masquerade Rule

For purposes of this example, we will assume the Internet is connected to ether1.

1. Create a new Nat rule using IP button then Firewall and then click the NAT tab and
the plus sign.

2. Select the chain “srcnat” and set the outgoing interface to ether1.

3. Select the Action tab and select “masquerade”.



This rule matches all traffic going out the Internet interface (not local traffic) and applies the
masquerade action to it. I have seen many very knowledgeable people use more complex
packet matchers but this rule is all that is required and works well.

Example – Destination NAT for a Web Server on the Private Network
with Port Translation

In this example, you want to run a web server on your local area network using a private IP
address but also make a web site available to the general public. On your web server, you run
your company’s Microsoft SharePoint server on port 80 and only want it available to local
hosts. Your company’s public web site runs on port 8080 on the server, and you want
available to the general public outside your firewall on the standard HTTP port 80.

To accomplish this:

1. Create a new Nat rule using IP button, then Firewall, and then click the NAT tab and
the plus sign.

2. Select the chain “dstnat”, the Dst. Address as the address of the public IP (in this
case 66.76.100.2), the protocol as “TCP”, and the destination port as port 80.



3. On the action tab, select the action “dst-nat”, the destination address as the private IP
of your web server, and the destination port as 8080.

The rule matches all TCP packets going to the public IP on port 80, strips the destination
address, and replaces it with the private IP address of the web server. It also replaces the
destination port with port 8080. To the outside world, there appears to be a web server
running on port 80 on 66.76.100.2.

Example – Source NAT to Source Traffic From a Certain IP Address

The example above assumes that you only have a single IP address on your public facing
interface. In some setups, you may have multiple public IP addresses on some or all interfaces
including the public facing interface. In this scenario, traffic being masqueraded by the router
with a single masquerade rule and no other NAT rules will generally be sourced from the IP
address that is common to the default route. This is certainly true in the example described
above.

To be clear, if your public IP is 66.76.100.2 and your default gateway is 66.76.100.1, any
traffic that goes out the public interface will be sourced from 66.76.100.2 even if other IP’s
are bound to that interface. So, what if you get another IP address from your provider for a
new web server to operate publically on 66.76.100.3, and you create a destination NAT rule
similar to the example above for this new IP to go to 192.168.1.10? This will work fine but
for the fact that traffic leaving the router will still be sourced from 66.76.100.2. This may



appear to work but it may break certain protocols or cause other issues. To solve this problem
we can use source NAT.

1. Create a new Nat rule using IP button, then Firewall, the NAT tab, and then the plus
sign.

2. Create a new NAT rule in the “srcnat” chain.

3. On the Action tab, select the action “src-nat” and the To Address as 66.76.100.3.

This rule matches all traffic coming from the new web server, strips the source address, and
replaces it with the secondary public IP 66.76.100.3 for outbound traffic.

In this scenario, two rules are needed: one to destination NAT inbound traffic on TCP port 80



to go 192.168.1.10 and one to source any traffic from 192.168.1.10 from 66.76.100.3 as it
leaves the router.

Example – Destination NAT with the Action Redirect

In this example, we want to “trap” all DNS outbound traffic from the local area network and
process the DNS requests on our Internet router. We have already configured the caching DNS
server on the router and now only need to intercept UDP and TCP port 53 packets.

1. Create a new Nat rule using IP button, Firewall, the NAT tab and then the plus sign.

2. Select the protocol as “TCP” and the destination port as port 53.

3. On the action tab, select the action “redirect”.

4. Repeat the process for UDP port 53.



These rules will match all DNS packets, (UDP and TCP), intercept them, and process directly
on the router. This example is useful when you want to force the use of your DNS server.

Service Ports - NAT Helpers

You will likely never find yourself looking for the menu to configure NAT helpers as this
feature is seldom changed and usually only discovered by accident. If you happen to click the
IP button and then select Firewall and click on the Service Port tab, there you will see the
NAT Helpers that have been included with the NAT facility. These modules, enabled by
default, can be disabled or manipulated by changing the port on which they operate. Their
function is to “help” certain protocols by identifying packets that are using that protocol.
Connection tracking can be given knowledge of application-layer protocols and thus
understand that two or more distinct connections are “related”. A great example of this is
FTP, or File Transfer Protocol. During a FTP session, a control connection is established, but
whenever data is transferred, a separate connection is established to transfer it. The function
of the NAT helper is to identify the first packet of a new FTP control connection so that the
data connection will be marked as “related” instead of “new”, as it is logically part of an
existing connection.

Typically, there is no reason to make changes to these Service Ports unless you are running
these protocols on non-standard ports. There is also no reason to disable them. Simply know
they are there to make NAT work better and leave them alone.

Connection Tracking (on and off)

By default, connection tracking sometimes called “conntrack” is turned on. As previously
stated, connection tracking is the facility that makes RouterOS a stateful firewall and enables
NAT and filter rules. Turning it off will disable both NAT and firewall functions completely
so it is typically a good idea to leave it alone. However, there is always an exception to the
rule and in this case, there may be an application where turning it off is desired. For example,
if a router is located in the interior of a secure network, that is, it has no access from the
outside world and no chance of being attacked, turning connection tracking off will make a
considerable improvement in the performance of the router. It will be able to route more
packets faster because it isn’t using resources for tracking connections. Again, this will
disable NAT so it can not be turned off on an Internet or gateway router or firewall.

One example of where you might want to turn connection tracking off is a device that has a
wireless interface bridged to an Ethernet interface. Turning connection tracking off will
improve the performance of the wireless link provided that is the limiting factor and there
isn’t an issue with interference, Fresnel zone encroachment, and the like.

To further quantify the increase in performance by turning off connection tracking, consider
the published performance of the RouterBOARD 750 with connection tracking off.



Figure 5 - Conn Track On/Off 1

As you can see with connection tracking turned off, the router enjoys a 32% increase in
throughput. Again, consider the application before making changes to connection tracking.

Example – Disable Connection Tracking

1. Select the IP button and then Firewall menu.

2. Select the Connections tab and click the Tracking button.

3. Uncheck “Enabled” and click OK.



Connection tracking is now disabled.

Tools – Torch

Having used equipment for many years from many different manufacturers, I would have to
say that one feature that really makes RouterOS stand head and shoulders above the rest is the
number of tools that are available to the user inside the user interface. I would venture to say
that RouterOS has the most tools, more than any other software, and Torch is one of those very
useful tools.

Torch is a real-time tool that will give you an instant picture of all traffic passing through an
interface. Better yet, it gives you the ability to sort that traffic and filter by IP address and
port, and the ability to sort the traffic ascending or descending by rate. By using torch, you
instantly know who is using your bandwidth and how they are using it. It is great for
determining the effectiveness of queues and firewall rules in real-time. Torch is available in
many different places in RouterOS such as by right clicking queues, interfaces, or through the
Tools menu by selecting Torch.

Once torch loads, you will be presented with a display that allow you to select the interface to
be monitored, as well as defining several filters to further restrict the traffic that is observed.



From torch it is possible to collect the source address and port, the destination address and
port, and/or the ability to filter by protocol. Combined with the real time rate of traffic flow,
this becomes a very powerful diagnostic tool for IP networks. Torch is available from the
tools menu, by right clicking an interface and by right clicking a Queue.

Example – Determining the Source of Traffic on a Network

I have seen this particular problem many times as an Internet service provider: A customer
calls to complain about the speed of their connection. I log into their CPE (Customer Premise
Equipment), in this case a MikroTik router, and see that they are using the full 2 Mb they are
paying for. I inform them of this and their response is “That is impossible. I don’t have any
programs running, and I am the only one using the Internet.”. By using torch, I quickly learn
that there is a constant 2 Mb stream from a private IP on their LAN subnet. After a few
minutes of talking, we discover the IP address streaming the traffic is not theirs and track it
down to a child’s computer which is on and is happily sharing files with who knows how
many peers via bit torrent. So how do we learn the identity of this host on the network? Here
is an example:

1. Click the Tools button and then select Torch.

2. From the Torch window select the interface where you want to discover traffic and
then click start. With Torch running, you can sort by Tx or Rx (Transmit or Receive rate
based on the perspective of the interface) and learn the source of the highest rate traffic
on the network.



Torch is a great customer service tool. It ends customer complaints quickly with proof to
support your data.





Chapter 10 - Bandwidth Limits

If I had to name one area where I see the greatest interest in RouterOS, it has to be with
bandwidth limitation and Quality of Service or QOS. These two topics really go hand in hand,
and incorporating them into your network will almost certainly “tame the savage beast” or at
least fend off the gremlins that are stalking your network, trying to steal your resources.
RouterOS offers several schemes to control bandwidth and each has its benefits and costs.

Simple Queues

I always begin my classroom instruction on simple queues by saying “The best thing about
simple queues is that they are simple, and the worst thing about simple queues is that they are
simple.” Simple queues are intelligent little modules that were created to allow you a simple
and fast means of limiting bandwidth. They are extremely powerful in what they do behind the
scenes and they allow even a RouterOS novice to quickly implement a basic bandwidth
limitation and QoS system. The price you pay for using them is paid in CPU resources. Each
simple queue you create also creates several hidden queues in the background that perform the
more complex function configured by the simple queue.

That being said, it is important to use them sparingly. For a more evolved queuing system, rely
on more complex queues that are actually more efficient in their operation. For example, PCC
or Per Connection Classifiers enable you to create a handful of queues that can control
bandwidth for thousands of clients. These will be discussed later in this chapter.

Simple queues are configured by referencing the target address of the device you are trying to
control bandwidth to and then initiating a limit for upload and download. This “device”
referenced here is typically a customer or client. These are the only pieces of information that
need to be configured to have a working queuing system. To further explain let’s look at an
example.

Simple queues are configured from the Queues menu on the Simple Queues tab.



Name the queue anything you like, but I advise that it be descriptive of the function of the
queue such as using a customer name. Next is “Target Address”, which is the IP address of the
target customer or device. This blank has the availability of a down arrow at the end such that
multiple IP addresses can be assigned to the same queue. In addition, a network or subnet can
also be assigned to the queue. For example, setting a target address of 192.168.1.0/24 will
limit bandwidth to 254 hosts in that network. It is important to note that simple queues when
used with multiple IP addresses or networks do not create a separate queue, instead all hosts
defined by the target address will share the queue.

In the example above, a “max-limit” setting of 1M for the queue will be shared by all 254
hosts in the subnet. It is also important to note that the “sharing” of bandwidth behavior
described is in no way allocated evenly. In reference to the “max-limit” setting, these are the
limits that are applied to the target address for upload and download. These four settings,
“name”, “target address”, “max limit” upload and download are the only setting required to
have a full functioning simple queue.

In this first example, our goal was to influence bandwidth supplied to a customer but
limitations can also be applied to servers or web sites. While customers or clients are
considered “target addresses”, servers or host destinations are referred to as “destination
addresses” and can be limited in a similar fashion.

For example, if you wanted to limit bandwidth to a web site like mikrotik.com, the process
would be to create a new queue as describe above with one change. Instead of specifying an
IP address on the target address line, leave that line blank and click the Advanced tab. On the
Advanced tab, specify in the “Dst. Address” blank, the IP address for www.mikrotik.com.
You can determine that IP address by pinging www.mikrotik.com and writing down the IP
address that is resolved. This function gives you a lot of granularity because you can restrict



bandwidth to certain destinations, subnets, address ranges, and the like.

Bursting

The term bursting is used to describe a behavior of the bandwidth limitation system where a
destination is allowed to reach a certain level of upload or download bandwidth for some
period of time and then a lower limitation is applied for the duration of the upload or
download. By allowing these short bursts of bandwidth, the overall customer experience for
browsing the web, checking email and similar common functions is enhanced, while large
downloads are “throttled back”. This controls the average bandwidth usage of the client.

This strategy was once used widely, but with the recent popularity of streaming movies and
similar service offerings, bursting now has less appeal for the service provider. The problem
created by allowing bursting for clients who are streaming movies is that the movie appears to
load at first, they see a few seconds and then the quality is reduced to an unacceptable level
once the maximum limit is applied after the burst. This behavior, although intended by the
service provider, will certainly generate technical support phone calls or unhappy customers.
Therefore, you should consider your clientele before configuring bursting queues on your
network.

With simple queues, bursting can be applied to a queue that references a target IP address or a
queue that references a destination IP address, so bursting is applicable to both queue types
previously described herein.

Let’s take a look at the configuration of a queue with reference to bursting.

Note: If you don’t see the options illustrated above, you may need to click the triangle next to



the word “Burst” to expand the burst section.

The settings that configure burst are “Burst Limit”, “Burst Threshold” and “Burst Time”.

Quoting from the MikroTik Wiki:

burst-limit (NUMBER): maximal upload/download data rate which can be reached while the
burst is allowed.

burst-time (TIME) : period of time, in seconds, over which the average data rate is
calculated. (This is NOT the time of actual burst).

burst-threshold (NUMBER) : this is value of burst on/off switch.

Of these values, the first appears fairly obvious; “burst-limit” is the maximum bandwidth you
are going to allow during this bursting period. Slightly less obvious is the burst threshold.
Think of the burst threshold as an on/off switch. When we hit the value of the burst threshold,
the timer starts and we are allowed to burst up to the burst limit for some period of time. I
have seen many theories on the proper setting of the burst threshold but for purposes of our
discussion, I rely on the MikroTik RouterOS manual, which states that for the optimal
performance, the burst-threshold must be less than the max-limit, which must be less than the
burst-limit or stating it another way:

burst-threshold < max-limit < burst-limit

That having been said, what is the optimal setting for burst-threshold? I recommend setting it
at half the max-limit because it is an easy calculation and it satisfies the premise that the
burst-threshold be less than the max-limit as prescribed by the manual.

The final setting required is the burst time. Again, referring back to the manual “The actual
duration of burst does not depend on burst-time alone. It also depends on the burst-
threshold/burst-limit ratio and the actual data rate passing through the bursting class.” What
does that exactly mean? I can demonstrate through the use of a formula. To calculate the burst
time, use the following method:

First, calculate the burst ratio as follows:

Burst Ratio = burst-threshold/burst-limit

Then, calculate the burst time:

Burst Time = (Clock Time to Burst) /(Burst Ratio)

To summarize, here is an example.

Given:

We want to create a simple queue with a 256k max-limit and
we want to burst to 512k for 5 seconds on the clock.



Therefore:

Max-Limit: 256k (given)
Burst-Limit: 512k (given)
Burst-Threshold: 128k (half the max-limit as recommended above)
Burst-Time: 20s

We calculate the burst time as follows:

Burst Ratio = 128k/512k = .25
Burst Time = 5sec / .25 = 20

Therefore, if we set the burst time to 20, we will get the desired 5 second burst. It would be
great if the value of burst time was equal to clock time, but as you can see it isn’t. The
calculation described here is required to get proper queue behavior.

Example – Creating a Simple Queue for Computers in an Office Network

For purposes of this example, we want to limit all computers on our 192.168.1.0/24 network
to share a 5 meg allocation of bandwidth. Remember that simple queues with the target
address set to a subnet do not allocate the queue amount to each computer in the subnet,
instead it is shared by all IP addresses in the subnet as it is consumed. We will learn other
queue strategies in future examples to create separate allocations of bandwidth.

1. Click the Queues button to open the Simple Queues list.

2. In the Simple Queues list, click the plus sign to create a new simple queue.



3. Name the queue something descriptive and set the max limit for upload and
download. Note here that if the value you want for upload/download is not in the list,
you may simply type it in. Acceptable values are expressed in “k” for kilobits or “M”
for megabits but fractional amounts like 1.5M must be expressed in kilobits such as
1500k.

4. Once the settings are entered as above, click the OK button to save and the queue is
completed.

Example – Creating a Queue for a Destination Host



In this example, we want to limit bandwidth to a site such as www.mikrotik.com. To create
the queue, first we must know the IP address of that web host or the range of addresses the
host uses. By pinging www.mikrotik.com from a command line, we learn the IP address is
159.148.147.196. Create this queue as follows:

1. Click the Queues button to open the simple queue list.

2. In the Simple Queues list, click the plus sign to create a new simple queue.

Name the queue as you like, and then click the Advanced tab. On the advanced tab, insert the
value for the destination address, the IP address for www.mikrotik.com and the bandwidth
restrictions you want to impose.



3. Click OK and all traffic to and from MikroTik.com will be restricted to 1M.

Example – Create a Queue for Local Computers with Burst

In this example, we will use the calculated values from the previous section entitled
“Bursting”.

1. Click the Queues button to open the Simple Queues list.

2. In the Simple Queues list, click the plus sign to create a new simple queue.



3. Insert the following values in the General tab:

The result will be a 512k burst, up or down for a clock period of 5 seconds.

Packet Mangling

When I introduce this topic in my live classes, I typically get a reaction like "Packet
mangling? That sound painful." But, don't worry, no packets were harmed in the writing of this
chapter.

Seriously though, mangling is a facility that allows us to identify packets and mark them for



later use. With this mark we can do wonderful things like force packets with certain marks to
take certain routes, or go through certain queues. One concern of packet mangling is that it can
be very CPU intensive if we have to look at every single packet, make a decision whether or
not to mark it, and then perform the marking action. Fortunately, there is a method of marking
packets that uses an optimized scheme and therefore is much less intense. This method is
called the "optimal mangle", named for the fact it optimizes the process and therefore
accomplishes the task in the most CPU efficient manner.

There are two steps to the optimal mangle:

1. Identify connections that are flowing the packets we want to mangle.

2. Mark the packets.

To demonstrate why this is the most efficient method, I like to use the analogy of a worker in a
factory on the final assembly line whose job it is to place a decal on completed products. If
there are a large variety of products passing in front of the inspector and his job is to only
mark a single product type, he spends a large portion of his time looking for the actual product
to be decaled. It is like looking for a needle in a haystack. However, if we sort the products
first and only put on his conveyor belt the actual items he is to mark, his efforts are greatly
reduced. He only has to apply the decals and does not waste resources looking for the
products. The optimal mangle works the same way.

Example – Packet Mangling Using Optimal Mangle

1. To perform the mangle, we create two rules in the IP Firewall list under the Mangle
tab.

2. Mangles are performed in a certain place within the routing process and the
explanation of each of these places or “chains” as they are called is outside the scope



of this book, however for most mangling operations, the prerouting chain is the place to
mangle. In this example, we want to identify all web browsing traffic so we select a
minimum of filters on the packet matcher tab. After creating a new rule with the plus
sign, set it as follows:

This rule will match all web browsing traffic identified by the fact that it is destined for port
80. The Action tab for this rule is to mark these connections with a mark we have authored
ourselves, “WebBrowsingConnections”. This mark can be anything, but I like to make it
descriptive.

3. Click Ok to save this rule. Now we have narrowed the scope of packets we want to
examine greatly by restricting this rule to port 80 connections and then marking that
connection with our mangle rule.

4. Next we want to mark the actual packets. We don’t want to look at every packet, just
those that are a part of connections we have previously identified, so the next rule we
create under IP Firewall Mangle looks like this:



This packet matcher only matches the previously marked connections. The action tab is where
we mark the actual packets with our mark “WebBrowsingPackets”.

Notice I have unchecked the box for “Passthrough”. This is important because packets can be
marked more than once. It is important to understand that multiple marks do not add. For
example if the first rule matches a packet and marks it “AAA” and Passthrough is checked, the
packet continues down the mangle chain. If the next rule matches, the packet gets remarked
“BBB”, not “AAABBB”. The marks do not add, they re-mark so the packet will then be
marked “BBB’. If Passthrough is unchecked, once a rule matches, the packet leaves the
mangle chain.

In summary, packets are identified by connections, the connections marked, and then the
packets in those connections are individually marked.

It is important to note that if you have connection tracking off for whatever reason, the optimal



mangle will not work. In that case, simple use one rule to identify the packets and mark them
all in the same mangle rule. It will be CPU intensive but it is your only option.

Traffic Prioritization

Often referred to as QoS or Quality of Service, or traffic prioritization, I would rather call
this function Queue Prioritization because that is a more descriptive and accurate means of
describing the function. To begin, why is prioritization necessary or desired? Consider two
types of traffic. The first is a phone call, and the second is a large file download. Since the
phone call is real-time, delays in the delivery of the packets containing the voice data
(latency) will cause degradation in quality of the sound received. A similar delay in a file
download will go unnoticed. Therefore, for the best network performance, it would be
desirable for the voice traffic to have priority over the standard data traffic. This
prioritization is achieved by carving out “chunks” of bandwidth and reserving them for each
type of traffic. Furthermore, by telling the router that the voice queue should be serviced
before the “other data” queue, it is possible to ensure that the phone call always gets handled
with the highest priority as long as there is bandwidth available to serve it. This is QoS or
Quality of Service.

To configure prioritization in RouterOS, it is first necessary to identify the traffic to be
prioritized. This is best accomplished using a mangle rule and packet matching the traffic by
some means. In the previous example, a simple method of identifying Voice Over IP or VoIP
traffic is by destination IP address. If you are the operator of a VoIP gateway or PBX, you can
simply packet match traffic to and from the IP address of your VoIP devices and mangle it
with some mark. Secondly, a queue is created for the VoIP traffic with a bandwidth allocation
and a high priority.

In RouterOS, queues are prioritized based on a numerical value from 1 to 8 where 1 is the
highest priority and 8 is the lowest. By default, simple queues are created with a priority of 8.
Queues with a higher priority are filled before queues with lower priority.

Once traffic has been identified with a mangle rule or rules and at least two queues created
and priorities set, traffic through the router will now be handled based on priority. It is
important that traffic prioritization is local to the router and does not carry throughout the
network.

For Further Study: QOS

There is a type of traffic prioritization that is carried by the packet throughout the network, but
that is a topic for advanced study. If you want to learn more about this type of QOS, I suggest
you research setting the “DSCP bit” or Differentiated Services Code Point bit of an IP packet.
This bit can be set by many VoIP devices or by a mangle rule in RouterOS and is carried
throughout the network. Queues can then be created with priority for packets identified by the
DSCP bit and thereby provide a much more advanced QoS system.

Example – Queue Priority for VoIP Traffic



In this example, we are a service provider and we desire to prioritize VoIP traffic to and from
our imaginary VoIP gateway which is located at IP address 212.13.14.2. There is one router
between our clients and the VoIP gateway and that is where we will create the QoS system

1. To begin, we want to create a Mangle Rule for traffic destined for the VoIP gateway
and traffic from the VoIP gateway. We will use the technique previously discussed for
marking connections first and then marking packets. This is done with a mangle rules as
follows:

This rule matches packets coming from our VoIP gateway.

On the action tab, we are marking these connections with the connection mark “VoIP”.

2. Next, we create a rule for traffic in the opposite direction, that is, traffic going to the
VoIP gateway.

The Action will be the same, mark the connection.



3. The last mangle rule will match the connection mark and then mark the actual VoIP
packets.

Note that we uncheck “Passthrough” so that the packets will not get remarked.

4. Next we create two queues, one for VoIP and one for everything else. In this example
we have a T1 connection, or approximately 1.5 megabits of bandwidth. We choose to
allocate 512k for VoIP and the remainder for all other traffic.

The queues are created as follows:



Note that we are identifying traffic with the packet mark “VoIP” and setting this queue priority
to 1.

5. Finally, we need a queue for all other traffic and here we can make use of a little
know feature, the packet mark “no-mark”. If a packet is not mangled, it is still actually
marked with the mark “no-mark”. So, even without a mangle rule for all other traffic,
we can queue based on this unmarked status of mark “no-mark”.



The preceeding QoS setup is very effective and fairly easy to configure.

PCQ – Per Connection Queuing

As previously discussed, simple queues are fast and easy but not very efficient or scalable in
their design and operation. For the best balance between resource efficiency, scalability and
ease of configuration, I would like to offer the application of PCQ with a simple queue.

First, what is PCQ ? Per Connection Queuing is the queuing discipline that can be used to
dynamically divide streams of traffic into upload and download on a per host basis. In
addition, once identified and divided, the traffic can be queued. One method allocates a
predetermined amount of bandwidth per user with the caveat that once the total available
bandwidth is met and exceeded, the bandwidth will then be shared equally. Another method is
to create an allocation of bandwidth for all users to be shared equally. This may seem
confusing so let’s explore some scenarios.

In the first scenario, we have a 512k allocation of bandwidth for our users. We want to divide



it amongst them but we want to limit each user to no more than 128k. Graphically, this
scenario is demonstrated using this illustration:

Figure 6 - PCQ Behavior 1

As you can see, with 4 active users downloading, everyone gets their allocation of 128k.
Once we exceed our total allocation of 512k and have 7 active users downloading, the total
bandwidth per user drops to 73k.

In the second scenario, we are not imposing any limits until the total allocation of bandwidth
is exceeded and then we will share all available bandwidth between all active users. Note,
when I say active users, I mean network hosts that are actively downloading or uploading, that
is, those hosts for which traffic is currently flowing.

Consider the following diagram:

Figure 7 - PCQ Behavior 1

If only one user is downloading, they get the full 512k allocation but two users will share it
equally.

Which scenario do you choose? The second scenario, in my opinion will generate the most
support calls to the IT department because one user that comes in every morning a half hour



before the rest of the office will get an unrealistic expectation about the speed of the Internet
connection and once other users get to work, he or she will call IT and complain that the
network slows every day around 8:30 am. This scenario is likely worth some consideration
before you choose a method.

Example – Using PCQ with a Simple Queue, One Limit to All

The following example demonstrates the easiest way to get started with PCQ’s. It is
configured by creating a custom queue type that is a PCQ, and applying that to a simple queue.
The simple queue controls the bandwidth allocation and identifies the traffic to be queued,
while the PCQ type distributes the bandwidth to the targets. With this example you can
experience the scalability of PCQ’s using features you have already learned in this book.

1. The first step is to create the custom queue type of upload and download. Remember,
PCQ divides traffic using classifiers that determine if it is upload or download so we
need two customer queue types. These are created under the Queues button and then
Queue Types.

2. Here we create two queues and name them “upload” and “download”. For the upload
queue, notice we set the Classifier to “Src. Address”. The rationale is that if traffic is
coming from a host, that host is uploading.



3. For download, pick “Dst. Address” for the same reason. The Rate setting is the
maximum amount of bandwidth each host will receive. If we leave the Rate at “0”,
there will be no per user rate and everyone will share the available bandwidth equally.
This is the only difference between configuring the two PCQ scenarios.

4. Next, we create a simple queue that will identify the hosts to be queued. In this case,
we want to identify all traffic to all hosts on our subnet using the Target address of
192.168.1.0/24 and allocate a maximum of 512k for all traffic.



5. On the Advanced tab, we set the queue type to “upload” and “download”, the names
of the two custom PCQ queues we recently created. That is all that is required to create
the one limit to all strategy using PCQ.

Using mangle can further extend this example. First create pcq queues and simple queues for
each package of bandwidth you want to make available to hosts, just like in this example.
Then create mangles that identify each class of customer by IP address or subnet.

With three packages of bandwidth, you will only need three simple queues, six custom queues,
and six mangle rules to queue traffic to thousands of hosts. This is a very manageable,
scalable, and efficient way to limit traffic.





Chapter 11 – Tools

In my opinion, one of the things that truly separates RouterOS from all the other routing
systems I have worked with is the availability of a large selection of very functional tools. I
would venture to say that no other dedicated routing system has this large a selection of
network tools contained within the operating system. We will take a look at several of the
more commonly used tools and how they can be used to maintain, test, and troubleshoot your
network.

Bandwidth Test Utility

The Bandwidth Test utility’s function is to test in real time the performance of a link between
two devices. The tool is designed as a client server model and the link can be Ethernet or
wireless. Best of all, the test can be conducted between two RouterOS devices or between a
Windows PC and a RouterOS device or even between two Windows PC’s.

As described previously, the tool is designed as two pieces, a client and a server. The client
sends traffic to the server to create an upload test and the server sends traffic back to test the
download speed. All results are displayed in real time and there are numerous configurable
options. It should be noted that the tool itself requires CPU cycles and resources so, to
accurately test a link, simply running the tool on the two endpoints of the link will not give
accurate results. The most accurate way to test a link is to use two additional routers as the
testing endpoints and test through the two link endpoints in a fashion similar to the following
illustration created using the MikroTik Dude:

Figure 8 - Bandwidth Test Layout

The best way to learn to use the bandwidth test tool is through some examples. In this
example, we will do a simple test between two RouterBOARDs. As previously discussed,
this is not the most accurate way to conduct a test but will simply demonstrate the actual use
of the tool.

Example - Bandwidth Test Utility

1. The server portion requires little configuration and are found in the Tools menu
under BTest Server.



2. Once the server list is opened, the only configuration is to click “enabled” and make
a decision on “Authenticate”. Authenticate simply means the client has to supply a user
name and password for a valid router user to run the test.

3. When you close the BTest Server Settings window, the BTest Server list shows any
clients that may be running a test so it is empty until a test is started.

4. Once the server end is set up, the client router clicks the Bandwidth Test to open the
following dialog box:



The required items here are a “Test To” IP address of the server, a user name, and password
for authentication as previously configured. Everything else is optional, descriptive of its
function, and selectable by the user.

Monitoring Tools

In the beginning of this chapter I said that in my opinion, one of the things that really separates
RouterOS from all the other operating systems out there is the availability of a large selection
of very functional tools. The area monitoring is no different. There is no other routing system
that I know of, where you can you get such advanced real time traffic monitoring tools as well
as such detailed historical data.

The interface traffic monitor is a real time graph that is available for every interface in
RouterOS. It is accessible within the properties of an interface on a tab entitled “Traffic”.



In the interface traffic monitor, traffic passing through the interface is measured and displayed
graphically using directional flow identifiers for Transmit (Tx) and Receive (Rx) rates as
well as a lower level display of packets per second. In addition, Tx and Rx errors are
displayed for the interface thereby giving the technician a quick and simple view of the traffic
passing through the interface. The interface traffic monitor is found on all interfaces by right
clicking the interface in the Interfaces list, selecting Properties, and clicking the Traffic tab.

Torch

The operation of the Torch tool was described on page 115.

Example – Using Torch to Troubleshoot “Slow” Networks

This particular example is more of a story and application rather than a step-by-step guide as
the actual steps are simple, you just click the Tools menu and select Torch. This is a classic
example of how Torch and RouterOS can make the operation of a provider network so much
simpler and give your technicians fingertip access to diagnostic power that the telecoms only
have at their highest level of IP network engineering.

The scenario is simple and common for an Internet service provider. A customer calls in and
complains their Internet connection is “slow”. “Slow” is a relative term and really makes the
possibility of ending this call in a manner that is satisfactory to the customer a real challenge.
In addition, it has been my experience that a service provider can give excellent service for
years and when there is one “hiccup”, regardless of the responsible party, the perception from
the consumer is that “the service has always been terrible and has never worked right”.



Remembering that often perception is reality to our valued customers, we are forced to
troubleshoot a problem that in reality is not even a “problem” and thereby defend our honor,
or in this case our network. Typically when I begin to drill down with the customer to define
how long the period of “terrible” has lasted, we find that the service has in reality been great
for years but today they are frustrated because it isn’t working correctly or at least it hasn’t for
the last ten minutes and everything was rosy prior to that and so on, but then I digress. So in
this scenario, the first tool I launch is Torch on the customer-facing interface. What I typically
find is something that looks like this:

What I have done in this view is to click on the Tx Rate column to sort the traffic based on the
highest rate first. As you can see, this customer is maintaining a 6.3 Mbps stream to an IP
address of 10.0.25.243. It doesn’t take long to explain to a customer that if they are paying for
a 6 meg connection and they are streaming more than 6 megs, they are getting their money’s
worth. In addition, you get the opportunity to help them play detective or “informed tech
parent”, going through the home checking the IP address of each computer to determine who is
streaming a movie (with parental permission or without). Torch gives you a looking glass into
the customer’s private IP network behind their firewall and empowers you to give quantitate
data to the customer that proves the quality and value of the service they are buying.

Traffic Graphing

In a perfect world, all of our customers would be conservative with the network resources to
which they have access and decrease their usage during peak times and schedule their
downloads during periods of lowest activity. Obviously this is not the way it usually works.
Many times, as service providers, we are challenged by our clients who believe they are not
getting what they have paid for with regard to bandwidth.

It is often a challenge to explain to a customer how we know they are using all the bandwith
they are paying for. Fortunately, a picture paints a thousand words and RouterOS offers such a
picture when it comes to bandwidth usage.

Graphing is a method of recording the amount of traffic that passes through an interface over
time in an easy to read chart which can be printed or the web link given to a client for his or



her own inspection. The graphs can be stored on the device’s storage. Although the most
common usage is for graphing bandwidth, it can also graph resources such as CPU utilization,
memory and disk usage to name a few.

Graphing consists of two parts, the collection of the raw data and the viewing of the compiled
data. First, the graph collection is configured in the device and then the graphs become
available through WinBox or the web interface.

The configuration of graphs is found under Tools and Graphing.

The last three tabs display any graphing rules that have been configured, and by default there
are none.

The first three tabs entitled “Rules” are where you configure the items to be graphed. The
default when creating a new resource is “all", which is an easy rule to create but not very
selective. There is also the option to limit the hosts that can view the graphs through the web
browser interface to a single IP address or a subnet. Limiting to more than one subnet would
be better served by using firewall filter rules as the restriction allowed in graphing is meant to
be quick and easy but again is very limited in scope to a single host or a single subnet.

Once you are creating graphs, they can be stored in memory or on disk as configured in your
rules you create. They can then be viewed in WinBox or by web browsing to the IP address of
your router and clicking the Graphs button.

Graphs are great. They are easy to configure and a quick way to prove to a client or yourself
that they are using the bandwidth they are buying.

Example – Configure a Graph for all Users in a Subnet

This is quick and easy way to determine whom the “bandwidth hogs” are on your local



network. It involves both Queues and Graphs, however, the purposes of the queues here is not
to limit bandwidth but merely to provide a mechanism to measure bandwidth.

The fastest way to create the queues is to use an Excel spreadsheet with its ability to fill rows
of cells with consecutive numbers easily to create a script, and then pasting or importing the
script into RouterOS. If you aren’t comfortable with this method, you can create the queues
manually.

1. Create a simple queue for each host IP address in your local subnet. In the case of a
/24, that is 253 queues assuming you want to log bandwidth to every single one
excluding the default gateway address.

2. Do not apply a bandwidth limit in the queue. Instead, simply create a queue with a
target address of each IP address. Each queue should look like this:

3. In Tools Graphing, create a new rule to graph all queues like this:

4. Now, when I web browse to the router IP address I can click the Graphs button.



On the graphs page, I will see a list of graphs and a resulting graph for each queue I have
created, which in this case will equate to one graph per user on the network. Again, using a
script will make the production of a large number of queues very quickly.



This method is quick and easy to configure and provides a lot of valuable data. For the html
savvy user, it would be quite easy to create a single html web page that included (the
<iframe> tag would be a good method to do this) one graph for each user on the network all
on one page for quick and easy analysis.

SNMP – Simple Network Management Protocol

SNMP is a standard Internet protocol to provide management of devices on IP networks. In its
simplest terms, SNMP provides a way to get useful information about the performance of a
device and then use that in a meaningful way like producing graphs and charts and recording
performance over a historical period.

In RouterOS, it is found through the IP button and then selecting SNMP. There, by default, you
will see an SNMP string that is configured with the name “public”. For security, you should
remove this entry and configure your own SNMP community string that is a bit tougher for
someone to guess and possibly use in some way to exploit your device. Although not common,
a good system administrator is always on the watch for ways hackers can exploit his or her
network.

By default, SNMP is turned off and can be turned on by clicking the SNMP Settings button and
enabling it. Other information can be added as desired and may be used for certain programs
that read SNMP information.

If you are using any programs to poll SNMP data from your routers then by all means
configure it appropriately, otherwise there is no need to turn it on or make any changes.





Chapter 12 – Local Area Networks

The LAN or the Local Area Network is a technical term for the network topology that is used
in our home, our office, or the campus on which we operate. The attributes that differentiate
the LAN from its neighbor the WAN or Wide Area Network are typically higher throughput
rates, closer proximity of hosts and the sharing of a common broadcast domain. A broadcast
domain is a segment of a computer network where all hosts can communicate directly with
each other by broadcast on the data link layer or Layer 2 of the OSI model. Broadcast
domains are separated by Layer 3 devices such as routers or Layer 3 switches. In summary, if
two computers are connected to the same Layer 2 switch, they are on the same broadcast
domain and they are certainly on the same LAN.

Thus far we have been working under the assumption that you have at least a basic
understanding of the OSI model. To ensure we are using terms and phrases you are familiar
with, I would like to offer some foundation.

Briefly stated, the OSI model defines the framework of our modern IP networks. It is based on
a layered topology with seven distinct layers. In this book we are only concerned with the
first three layers.

Layer 1 – The physical layer. This is the cable, the fiber, or the wireless media we
use to connect two or more hosts together. It is not intelligent but nevertheless it is
necessary.

Layer 2 – The data link layer. In this layer, things become slightly more abstract,
however there is still some firm ground so let me explain. Every network device comes
from its manufacturer with a hard coded “serial number” that identifies it to other
devices. This number is called the MAC address or Media Access Control address.
The format is something like “00:0C:42:CE:05:1D”. Layer 2 network switches
understand MAC addresses and not much more. Their job is to pass packets around
based on MAC addresses and because their scope of focus is limited to the MAC
address, they can do that very quickly and efficiently.

Layer 3 – The network layer. Now we have reached the heart of an IP network, the
network layer. This layer is where routers operate and where IP addresses live. The
network layer is even more abstract and dynamic than the data link layer because IP
addresses can be assigned to interfaces, changed, or moved to other interfaces. This
makes it the most dynamic of the first three layers.

ARP

You can see from this brief description that each of these layers is very unique, distinct, and
separate from one another, but to hold them together as a system we need some “glue”. ARP
or Address Resolution Protocol is the “glue” that holds together two layers of the OSI model,
Layer 2 and Layer 3. The ARP protocol creates a table on the router, which is nothing more
than a lookup table, to tie together the MAC address of other hosts on the LAN with their
respective IP addresses.



In RouterOS, the ARP table is found by selecting the IP button and the ARP menu.

In this ARP table, we currently have one entry for an IP address of 10.0.25.1 with a MAC
address of 00:0C:42:77:02:32. The letter “D” next to the entry designates that the entry was
created dynamically. ARP is one of those protocols that just works, so we typically ignore it.

Although ARP entries are normally created automatically (dynamically without our
intervention), we can force RouterOS to only use static ARP entries. To make a dynamically
created entry in the ARP Table above static, simply double click it and click the button
entitled “Make Static”. To ensure that no more ARP entries are created, the process is less
than intuitive; you actually configure through the interface where the ARP entries are being
created and set the interface to ”reply-only”. No more APR entries will be created.

The effect here is that when set to “reply-only”, RouterOS no longer creates ARP entries in its
table, and instead only replies to other hosts’ ARP requests.

Caution: Do not set the interface to ARP “disabled” or you will lose access through that
interface.

Why would you want to set ARP to “reply-only” and create static ARP entries for every host



on your network? Did you read the second part of that question “create static ARP entries for
every host on your network”? That is important because if you do not create static ARP
entries for every host on your network, this router will not be able to communicate with them.
ARP is the glue that binds Layer 2 to Layer 3 so without it, communication stops. The answer
to the question is that using static ARP entries is not a common thing, however, if you want to
increase the level of security in your LAN, then static ARP will do that. By that, I mean, if a
new host is brought onto the LAN, the existing hosts will not have static ARP entries for the
new host so they will not communicate with it and now the LAN is arguably more secure.

Example – Create a LAN that Requires Static ARP

This example is really meant to be an application that teaches a concept, not a recommended
practice. To switch your network to static ARP, first you must create a static ARP entry for
every host on your LAN on every host on your LAN. This could be a big task but RouterOS
makes it easy.

1. Using the IP Scan tool, scan your LAN subnet. This will cause ARP to create an ARP
entry for every host it discovers. Remember that ARP entries expire and flush after
some period of time so this has to be done quickly.

The tool only requires your subnet be entered and click Start.



2. ARP entries will be created for each host that replies to the IP Scan probe.

3. Once the scan has completed, click IP button in WinBox and select ARP. In the ARP
list, click the top entry, hold the shift key and click the bottom entry in the list to select
everything in the ARP table, right click and select “Make Static”.



4. Finally, change the interface connected to the LAN to ARP “reply-only”.

5. That is it. Repeat for every router on your LAN and now a new host brought onto the
LAN will not be able to communicate with these devices because they lack an ARP
entry for the new host. Remember, changing the IP on a host with a static ARP entry
will prevent it from working on the network.

DNS

DNS or Domain Name Service refers to the protocol that binds names to IP addresses.
Without DNS, your computer would not be able to web browse to www.google.com as it
must first resolve(convert) that name to an IP address. RouterOS has the ability to store or
cache DNS requests locally, thereby reducing the amount of requests it has to send across the



Internet connection and thereby speed up a user’s experience.

Example – Configure DNS Client and Caching DNS Server

This example is fairly simple, so I have combined both functions.

1. Click on IP and select DNS. Click the Settings button and add at least one DNS
server. These are typically provided by your Internet service provider or you can use
Google to find a public DNS server. One is fine but two is better in case one fails.

2. If you check “Allow Remote Requests”, you can then point hosts on your LAN to the
router’s IP address and it will answer their DNS requests. It does this by looking in its
local cache and if the requested host is not there, it goes to one of the servers
configured in the DNS client and answers/caches the result. This provides a speed
increase on the network. Click Ok to save.

3. In the IP DNS window on the Static tab, you may create static DNS entries that will
override the DNS server records. This can be used as a simple means to handle local
DNS names for devices such as printers or servers.



DHCP – Dynamic Host Configuration Protocol

DHCP is another one of those protocols we often take for granted, that is unless you remember
when everything was statically addressed. DHCP takes the guesswork out of IP address
allocation.

The DHCP protocol comprises two parts. These two parts are:

1. A server which listens for requests by DHCP clients, responds with an IP address,
DNS server, and a default gateway.

2. A client that makes the DHCP request.

In addition, other information may be sent as options or configurations can be made on the
DHCP server in response to the client request.

DHCP Client

The DHCP client is simple to set up. It merely involves telling the router the interface on
which you want to request a DHCP address. In addition, you can request a DNS server and
default gateway, and in most cases you want to receive those configuration pieces as well as
an IP address.

Example – Add a DHCP Client

The goal with this exercise is to get an IP address dynamically on the router assuming there is
an active DHCP server on the LAN.

1. From the IP menu, select DHCP Client.

2. Click the plus sign on the New DHCP Client window and select the interface on
which you want to receive the IP address and click OK.



3. The status of the DHCP client will then be shown in the DHCP Client window
including the IP address that was obtained.

Note: If the interface on which you want to run the client is a port in a bridge, you must put the
client on the parent bridge interface not the Ether(x) interface. More on bridges later.

4. The “Release” and “Renew” buttons perform the functions of releasing or renewing
the IP address for the interface selected in the list window.

DHCP Server

Configuring DHCP client was simple and DHCP server is not much more complicated. The
main requirement for DHCP server is a valid IP address on the interface where the server
will run and then walking through the configuration steps with the help of the included setup
script. Note that just like DHCP client, if the interface on which you want to run the server is a
port in a bridge, you must put the server on the parent of the bridge interface. Failing to do so
will render the server disabled and it will appear in the list window in red indicating it is
invalid. The remainder of the explanation of DHCP server is best handled with examples, so
let’s begin!

Example – Create a DHCP Server

In this example we have assigned an IP address of 192.168.1.1/24 to interface ether2 where
we want our DHCP server to operate. This is an important first step to make the setup very
easy.



1. From the IP menu, select DHCP Server.

2. Click the DHCP Setup button to begin the configuration script. The first selection is
the interface on which you want DHCP to operate.

3. From this point forward you can typically accept the defaults, or make adjustments as
required. The first window like this is the network address.

4. Next is the default gateway, typically the IP you added on the interface previously.

5. Next is the pool of addresses that will be created. If you want to exclude certain
ranges of addresses from the DHCP pool, now is your opportunity.



6. Next is the IP address of the DNS server(s) you want to give to your clients
connecting to this interface. Again, make adjustments here as you wish but remember
you must give clients at least one DNS server or the setup script will fail. If you want
your clients to use your caching DNS server, then use the IP of your local interface. The
logic is that we only want our clients to use our router for DNS since we are caching
DNS requests. The router will then either answer from cache or go to its own DNS
server to resolve the address.

7. Next is the lease time and in most cases 3 days is fine. In situations where there is a
high turnover of clients such as a public venue or a hotel, you may wish to make this
time much lower to prevent exhausting your pool of IP addresses. An IP can not be
reused until the lease expires, even if the client leaves the network, so shorter lease
times are better for networks with high turnovers.

8. DHCP server is now complete.

9. Once you have completed the setup script, any changes you would like to make can
be done under the DHCP tab or the Networks tab.



10. Any changes to the IP pool can be done under IP Pool.

Example – DHCP Static Leases

In many cases it is desired that a host always receive the same IP address. For instance, you
may have a computer on your network that you wish to access via remote desktop. In this case,
static leases will ensure a host always receives the same IP address.

In the Leases window, find the lease you want to make static. Double click it to change the
properties and click the button “Make Static”.



Example – DHCP Server Without an IP Pool

While DHCP server is typically used with a pool of IP addresses, it can also be run without a
pool and only static leases. The application of this is to create a small amount of security for a
DHCP network. If a host not previously known is brought onto the network, it will not be able
to obtain a DHCP address because there is not static lease. An easy way to implement this
policy is to create a standard DHCP server with a pool of addresses. Once all machines on
the network have obtained an IP address, convert all of the leases to static as previously
described and proceed as follows.

1. On the DHCP Server tab, double click the instance of DHCP server.

2. Change the Address Pool to “static-only”. Once this is done, only hosts for which
you have a static lease will be able to obtain a DHCP address.



HotSpot – Instant Public Internet

If you have been in the wireless industry long, you likely remember when it was new and
trendy to offer free or paid Internet access wirelessly. Hotels were some of the first to jump
on the bandwagon, realizing that the RJ-11 modem port on the side of the hotel telephone was
no longer going to support the bandwidth hungry guest. Next, outdoor venues became popular
as well as indoor venues like airports. Now, public WiFi (typically free) is considered a
staple like public restrooms in the U.S.A.

What can you do with HotSpot? Well, the applications are numerous but to list a few, you can
offer paid Internet access, free Internet access that requires only a user name and password to
log in through a web page, restricted Internet access that only allows certain web sites to be
accessed after authentication, and access that bombards your clientele with advertisements.

The heart of HotSpot is the redirect page. When a potential user associates with your wireless
network or connects through a wired connection, any page they try to visit on their web
browser will redirect them to your login page. This redirect page is included with RouterOS
but can easily be customized if you are able to write in html code. Once they authenticate, they
can navigate to any page they wish, a page you specify, or a list of pages that you allow.
Again, the applications are numerous.

Example – Set up HotSpot

In this example we have a router with at least one wireless interface and existing Internet



access. Our goal is to create a default HotSpot on the wireless interface. Setting up HotSpot is
very similar to setting up DHCP server, it is easily done through a setup script.

1. In WinBox, click the IP button and select HotSpot. Click the HotSpot Setup button to
begin. For your first HotSpot, I recommend accepting the defaults for everything; it is
much easier that way.

2. Click the HotSpot Setup button.

3. Select the interface where HotSpot will run, in this case, our wireless interface.

4. Next select the IP address for the interface. We are using the default IP address here.



5. Select the pool of addresses to be issued, the defaults are fine.

6. This is an advanced option for those wanting SSL encrypted logins, the option
“none” is fine for our example.

7. This can be dangerous so I recommend leaving it at the default of all zero’s which
means do not configure a default SMTP server. If you configure this option, all email
from your HotSpot network will be redirected to your email server. Unless you want to
be a spammer, leave it alone.

8. DNS servers are required, so be sure to set them here.

9. This can be anything you want users to see in their web browser on the address line
after the redirect. I recommend using a standard URL format. It does not have to be a



real domain because the router will create local DNS for the URL, but some web
browsers have trouble unless you use a format like example.com or myHotSpot.net.

10. This message indicates you are done and clicking OK will complete the HotSpot.

11. Remember that when you complete the last step and click OK, you will immediately
be disconnected from the router and will have to log in to regain access. I recommend
configuring your first HotSpot on an unused interface rather than the primary interface
you use to access the router. Using that method, you will not lose your ability to access
the router.

Example – Create IP Bindings

This scenario is very common; you have installed a wireless HotSpot in a venue such as an
RV park and in return for offering a paid service, you have exchanged free Internet access for
the owner. Obviously he or she doesn’t want to log into the service each time, so how do you
give them open access to the network? The facility is called IP Bindings. To create a binding
for a certain host’s MAC address, proceed as follows:

1. Click the IP button and select HotSpot.



2. On the Bindings tab, click the plus sign to create a new binding.

3. Enter the MAC address of the host to be given open access and set the Type to
“bypassed”.

Example – Create additional Users

During the running of the IP HotSpot setup, you were prompted to create a user or set the
password for the default user to “admin”. It is important to note that the HotSpot user “admin”
is not the same admin that can log into the router and configure it. They are two different
databases and two different users. If you need to create additional HotSpot users, the process
is simple.

1. Click the IP button and select HotSpot.



2. On the Users tab, click the plus sign and create a new user, setting the user name and
password.

Example – User Profiles

User profiles are a great way to group users and thereby assign default attributes to them. A
few of the attributes that can be set for these users include rate limits, address pools, and
packet marks. The most common application is rate limit. This enables you to create rate
packages based on the amount a user pays and then group them manually into these groups.
When they log into the HotSpot, they will have a simple queue created for them individually
based on their profile.

To create a custom profile.

1. Click the IP button and select HotSpot.



2. Click the User Profiles tab and the plus sign to create a new profile. Name the profile
whatever you wish and apply the limits you want. In this case, I have set a rate limit of
1M/1M, that way a simple queue will be created for any user to which this profile is
applied.

3. Finally, you must apply the profile to the user. In this example a user, “MrBig”, has
purchased the Gold plan so when he logs in, he will get a 1M x 1M rate limit.



Example – Server Profiles

1. Click the IP button and select HotSpot.

2. On the Server Profiles tab, double click the profile to be modified.



3. Typically you are going to want the defaults for this profile on the general tab,
however, on the Login tab you may wish to make some changes. The most common
properties to change here are Cookies and Trial.

Cookies creates a cookie on the router when a user successfully authenticates and allows
them to stay logged in for a time period based on the lifetime of the cookie, by default 3
days. This makes troubleshooting the HotSpot difficult so I typically uncheck Cookies.

The other property is Trial. When enabled, Trial will cause a Trial link to appear on the
default HotSpot login page and allow unauthenticated access for a time period set below
in the uptime limit setting, in this case 30 minutes of free usage. The host will then have
to wait 24 hours or 1 day before they get another trial. You can also assign a profile to
any trial users.



Example – Walled Garden

Walled garden is a facility that allows unauthenticated access to certain sites based on a list.
It can even be restricted to only certain paths on certain sites, so it is very configurable. The
typical application is to allow enough access to get users interested in your HotSpot, or to
allow them to browse your advertisers freely and then entice them into purchasing an account.
To create allowed sites in walled garden:

1. Click the IP button and select HotSpot.

2. On the Walled Garden tab, create a new entry. In this case notice I have used the
asterisk (*) character so that www.advertisers.com, advertisers.com and any other
URL’s that are in the advertisers.com domain will be matched. In this rule I am
allowing access but access can also be denied.



Example – Creating a Custom Login Page

Creating a custom login page is probably the number one question I am asked in my live
classes. Obviously the default page is basic in design and needs a major facelift for a
production site and that can be done quite easily. Coding HTML is beyond the scope of this
book so I will only give you the process here.

1. Click the Files button and find the file login.html in the HotSpot folder.

2. Drag the file to your desktop and edit it there using your favorite text or html editor.
When done, drag it back into the HotSpot folder and test.

For Further Study: For some great login sample pages, check the forums, there is a topic
there with many fine examples.

One popular tweak is to change the form field for the user name from type text to hidden
and then set the value of the user name to a shared user you have created. On the login
page, users will only see a blank for a password. That way, if you simply want to
restrict usage of your wireless network, you can give out the password to anyone that



wants to use your wireless and not have to deal with the added complication of dealing
with user names too. In login.html, look for the login form section:

Change the text identified by the arrows to this:

Also note you will need to create a user profile for the shared user and set the Shared
Users setting to a higher number than one, otherwise only one person can log into your
HotSpot using this method.

When a user loads the login page, they will only see a password blank to log in. You will
obviously want to customize the page further but that is beyond the scope of this book.

Web Proxy

Web proxy is a utility included with RouterOS that enables your router to act as a web cache
and HTTP firewall. Specifically, when a user tries to visit a web page, the proxy receives the
request, gets the page from the source and returns it to the user’s browser. If the proxy has
previously retrieved the page and stored it to memory or disk, it will deliver it from the cache
rather than retrieve it from the actual web host. This process can significantly speed up a
user’s web experience and reduce overall utilization of the Internet connection. HTTPs or



secure web pages cannot be cached. A cached copy of your bank statement would not be
helpful.

Some caveats need to be stated here for the safety and proper operation of web proxy on your
network. First, web proxy can be easily misused and exploited by hackers so it is
important to only allow access to certain hosts on your network using firewall rules. I
will demonstrate those rules in the example to follow. Also, simply configuring web proxy is
not enough to put it in place in your network; you will need some NAT rules to send HTTP
traffic to the proxy.

Example – Configuring a Transparent Web Proxy

This configuration is referred to as “transparent”, because it requires no configuration by
users on the network. In this scenario NAT rules intercept all HTTP traffic and send it to the
proxy.

1. First, we configure the proxy itself. Click the IP button and select Web Proxy.

(Menu is compressed in this view)

2. Check the box “Enabled” and the defaults are fine for everything else. You likely do
not want to cache on disk unless your board has an external drive. The RouterBOARD
itself has limited onboard storage and the constant writes to the storage may shorten its
life.



3. Next, we need a NAT rule to send all TCP port 80 (web traffic) to the proxy. This is
done under IP Firewall NAT.

The action for the NAT rule is redirect, which as you may remember means intercept the
traffic and process it on the router.

4. Finally, we need a firewall rule (actually two) to prevent unauthorized access to our



proxy. This is done under IP Firewall and Filter.

5. Create a new filter rule by clicking the plus sign.

6. The Chain is input, the source address is the address of our LAN, in this case
192.168.1.0/24, the protocol is TCP, and the port is 8080.

7. On the Action tab select accept.



8. Next we need a rule to drop all other traffic to our proxy. Again, the Chain is input,
the protocol is TCP, and the port is 8080.

9. On the Action tab select drop.

The proxy is now intercepting all port 80 requests, and proxying them. In addition, the
firewall is allowing access to the proxy from the LAN but dropping proxy traffic from
all other sources.

Example – HTTP Firewall, Allowing or Blocking Certain Sites

With the web proxy in operation, now we can use the full power of this feature to allow, deny,
or redirect certain sites. The Access rules are used for this purpose and work on an “if, then”
principal, just like firewall rules. In this example we will allow access to www.mikrotik.com
and block all other sites.



1. With a properly configured and working web proxy as detailed in the previous
example, click IP and select Web Proxy. Click the plus sign to create a new rule.

2. The Dst. Host will be the site you want to allow, in this case *mikrotik.com. We used
the asterisk here so that www.mikrotik.com or just mikrotik.com would match the rule.
Then click Ok.



3. Next we need a rule to block access to all other sites. Remember, rule order is
always important. The new rule is created using the plus sign, and the only thing
changed is the Action of “deny”.



4. Users will now be able to browse mikrotik.com but no other sites. The rule order
should be as follows:

Users will now get this page in their browsers for any site except mikrotik.com:

Example – Redirect Users to Certain Sites

In this example, instead of simply blocking sites, we want to send them elsewhere. For
purposes of the example, any users that try to visit yahoo.com will be redirected to
google.com.

1. With a properly configured and working web proxy as detailed in the previous
example, click IP and select Web Proxy. Click the plus sign to create a new rule.



2. The Dst. Host will be the site you want to redirect, in this case *yahoo.com. In the
action, select deny as before but now we add a “redirect to” address of google.com.
The net result is that any users that browse to yahoo.com will instead get google.com.

3. Next we need a rule to block access to all other sites. Remember, rule order is
always important. The new rule is created using the plus sign, and the only thing
changed is the Action “deny”.



Remember to use your newly acquired knowledge for good and not for evil.

Example – Logging Web Traffic

The final application we will cover is combining these examples and adding the ability to
track our user’s Internet activity. This is done simply through the logging facility. With a
properly configured web proxy, proceed as follow:

1. Click on System and select Logging.



2. Create a new logging rule for the topic- web-proxy. Then click the down arrow to
create another row and then click the “not” box (!) and select debug. Combining logging
rules like this modifies the rule such that we will log web proxy requests but remove
the debug information to make them more readable. You can optionally add a prefix, a
text string that will be appended to the beginning of each line in order to make them
easier to identify in the logs. In this case I have entered “LOGGING->”.

3. Logging to memory is not a good option here except for purposes of this example.
Instead, I suggest logging remotely to a syslog server.

As you can see, web proxy can not only improve network performance and reduce Internet
usage but can also create an HTTP firewall or create a permanent log of sites visited.

Example – Logging to a Remote Syslog Server

There are many syslog servers available free of charge for a diverse variety of platforms.
Syslog is a server daemon (a Linux term for a service or process) that listens for logging
streams from remote devices and writes them to a central log. This is a scalable way to design
a network because of the ability to centrally monitor the logs of all devices and store many
days worth of logs with central archiving. The Dude, MikroTik’s free monitoring solution,
comes complete with a syslog server. To enable remote logging to a syslog server, proceed as
follows.

1. Click on the System button and select logging.



2. On the Action tab, double click the remote list item and set the Remote Address and
Port to match your syslog server.

3. On the Rules tab, select the topic you want to send to the syslog server or create a
new topic. On the Action, use the pull-down box to select “remote”. All logs for this
topic will now be sent to the remote syslog server. Note that topics can be combined as
shown in this example. For example, we want web-proxy logs but not the debug
portion. The “!” symbol tells RouterOS to strip debug info from the web-proxy logs.





Chapter 13 – Storage

System Stores

While RouterBOARDs have limited onboard storage, RouterOS has facilities to manage this
storage which is most useful for x86 based routers or RouterBOARDs with additional
external storage. Stores can be used for dedicated usage such as the Dude monitoring system
or Web Proxy.

Example – Explore Stores

1. Storage is manipulated under System Stores.

2. Clicking on the Disks tab will display the raw volumes the operating system has
access to. On this tab you can check, erase or format a drive.

3. The Stores tab allows you to create dedicated partitions on the physical disks.



Example – Create a Store

1. Click on the System button and select Stores.

2. On the Stores tab, click the plus sign to create a new store. Name the store anything
you wish and select the type as web-proxy.

3. Select the disk on which to create the store and check activate.

If the Dude is installed on the device, there will be an option in the type pull-down to create a
Dude store.







Chapter 14 – More RouterOS Tools

When I am asked by a customer why they should select MikroTik over some other
manufacturer, I believe my first response is because of the tools. Within RouterOS is a vast
array of tools to allow you to diagnose network functionality, some of which you have already
seen such as torch, as well as tools to extend the functionality of the system. In other words, if
you need a function that isn’t an included feature, many times you can build that functionality
through the integrated tools. The tools we will explore in this chapter are email, netwatch,
ping, traceroute and profile.

Email Tool

The email tool is a configurable function that can be used by other functions within RouterOS.
For example, if you want to write a function to create a backup file and then have the router
email the backup file to you, the email tool can perform this function. Scripting to conduct
backups is fairly straightforward and will be discussed in the following examples, however, a
complete discussion of scripting would encompass another book and therefore is not included
here. There are many good sources of information on RouterOS scripting on the web,
especially on the MikroTik Wiki at http://wiki.mikrotik.com.

The email tool can be configured for your particular email server and then called later through
a script, thereby only supplying the details needed for the email such as recipient address,
subject line and email body. If you do not configure the email tool in advance, all of the
necessary information can be included when executing the command, but configuring in
advance through the following example will certainly improve the usability of the email tool.

Example – Configure the Email Tool

1. To configure the email tool, click on the Tools button and select Email.

2. In the Email Settings window, configure the settings to match your email server. User
and password are only used if your server requires authentication to send email. The
“From” blank is the “From” address that will be used in crafting the email.



3. The Send Email button will allow you to send a test email to confirm your settings.

Note: The items noted with arrows above may be left at the defaults if the tool has been
previously configured as in steps 1 and 2 above. If you have not configured the tool, you may
provide those values here.

Example – Use a Script With the Email Tool and Scheduler to Create and
Send a Backup

This example demonstrates the power of scripting and scheduler to allow unattended backups
of your router that can be created and emailed to you. It is a simple use of these tools but
nonetheless a powerful and often requested script. This example uses the export function to
create an ASCII backup that may be imported as a backup or edited and imported. A binary
backup can be created using a similar scheme with the appropriate commands.

1. Click the System button and select Scripts.



2. Click the plus sign to create a new script. Configure the script as shown.

The command to create the script from the command line is:

3. Now, create a Scheduler job to run the script under System Scheduler.



4. Click the plus sign and create a new scheduler job for our Backup script.

In this scheduler job, our backup script will run every day at 1:00 am and email the export file
to us. Scripts are great for extending the features of RouterOS. Almost any command can be
scripted to run at a predetermined time and thereby allow unattended functions that make this
system really powerful. The “On Event” property can be a series of RouterOS commands like
lines from a script or the name of a stored script file.

Netwatch

The purpose of Netwatch is to execute a command if a host IP address is no longer reachable
by ping. Upon ping timeout, a script can be executed for “Down” and when the host responds
again, another script can be executed for “Up”. There are many uses for Netwatch and the



possibilities are endless.

Example – Reboot the Router Using Netwatch

RouterOS is extremely stable. I have many times seen router uptimes of over a year, so the
chance of a router needing a reboot like a Windows based PC is really low. However, for
purposes of an example, here’s a way to reboot the router if it is no longer able to ping the
Internet. The command executed by Netwatch is entirely up to you. Again, this is only an
example.

1. Click the Tools button and select Netwatch.

2. Click the plus sign to create a new Netwatch. Enter the IP address of the host to be
pinged.

3. On the Down tab, enter the command to be executed.



When this host is no longer reachable, the router will be rebooted.

Ping

Ping is a utility to test the reachability of a network host. It is a really basic tool, nevertheless,
the most often used tool. I typically invoke ping from the command line out of habit, but it is
also available in WinBox under Tools and Ping.

Traceroute

Traceroute is a tool to trace the path an IP packet passes through to get from source to
destination. It works by using the TTL or Time To Live function of a packet. If you aren’t
already familiar with TTL, whenever a router receives a packet it looks at the TTL value to
determine whether it needs to handle the packet. If the TTL is greater than 1, it routes the
packet according to its routing table. If the TTL is equal to one, the router drops the packet.
The reason for this is before sending the packet on its way, the router decreases the TTL by
one as a way to say “I am done with this packet” and then it sends it down the pipe. This is
done to keep a packet from bouncing around the network forever in case of a routing problem
in a network. If the packet entering the router has a TTL of one, the router knows it will be
reducing it to zero, so it drops the packet.

Traceroute works by increasing the TTL value of each successive set of packets sent. The first
set of packets sent has a TTL value of one, and traceroute knows they will not be forwarded
by the first router. The next set has a TTL value of two, so that the second router they enter
will send the error reply. This continues until the destination host receives the packets and
returns an ICMP Echo Reply message. Traceroute uses the returned ICMP messages to
produce a list of routers that the packets have traversed. The timestamp values returned for
each router along the path are the delay (also known as latency) values, typically measured in
milliseconds for each packet. 4

Understanding now how traceroute works, the application for traceroute is to learn the path a
packet takes from source to destination. Traceroute can be invoked from the command line or
by clicking the Tools button and selecting Traceroute.



Profile

Profile or Profiler as it is sometimes called, is a tool to display CPU usage and allocation of
CPU resources across all processes that are consuming resources.

There are no configurable options in profiler, but it is a great diagnostic tool for determining
what is consuming system CPU resources.





Chapter 15 – Wireless

Wireless is a subject that is really a discipline all of its own, yet combines two very different
disciplines into one. Because of that complexity and the lack of control over the environment
in which wireless networks are operated, it is probably one of the most challenging fields
with which I have ever been involved. Wireless combines standard packet based networking
with radio frequency engineering, so to be a wireless master, you really need to be
experienced in both areas.

Wireless Theory

This book is about RouterOS, but a certain, basic understanding of wireless theory is
necessary to ensure the comprehension of what the different settings and features really mean.
Specifically, the IEEE 802.11 is a set of standards for implementing Wireless Local Area
Network (WLAN) communication in the 2.4, 3.6 and 5 GHz frequency spectrums. They were
created and are maintained by the IEEE LAN/MAN Standards Committee. The base version
of this standard has had several amendments as the technology has evolved over the years and
provides the basis for wireless networking products using the Wi-Fi band.

The 802.11 standards employs a series of over-the-air modulation techniques using the same
basic protocol. The most common standards are referred to as 802.11a, 802.11b, 802.11g and
the newest, 802.11n. The spectrum available for 802.11 networking varies by country and
there are additional restrictions on power output for various configurations. The reader is
encouraged to contact their local regulatory authorities to ensure they are operating in
accordance with local regulations.

802.11a

The 802.11a standard operates on 5 GHz and supports a maximum data rate of 54 Mbits/s
with a real life throughput of around 25 Mbits/s. There is a variation of 802.11a called “turbo
mode” which is capable of 108 Mbits/s maximum data rate using 40 MHz channels instead of
the standard 20 MHz channels. The 802.11a standard uses a modulation technique referred to
as OFDM – Orthogonal Frequency Division Multiplexing.

802.11b

The oldest standard is 802.11b which operates on 2.4 GHz, has a maximum data rate of 11
Mbits/s and a real life throughput of about 5 Mbits/s. 802.11b suffers from massive
interference problems in our “everything is wireless” world. The 802.11b standard uses a
modulation technique referred to as DSSS – Direct Sequence Spread Spectrum.

802.11g

IEEE 802.11g extends the operation of 802.11b which operates on 2.4 GHz by increasing the
maximum data rate to 54 Mbits/s and typically achieves a real-life throughput of about 25
Mbits/s. However, 802.11g also suffers from interference. Similar to 802.11a, 802.11g uses a



modulation technique referred to as OFDM – Orthogonal Frequency Division Multiplexing.

802.11n

IEEE 802.11n further extends the operation of 802.11g and 802.11a by increasing throughput,
reach and reliability through the use of numerous protocol enhancements. At the time of this
writing, these have only partially been implemented in commodity devices. Among these
enhancements, the most visible improvement comes through multiple streams or chains of data
transmitted between devices, requiring multiple antennas or at the least, dual polarity antennas
on each end and greatly improving throughput. MIMO or Multiple Input Multiple Output is the
technology that makes this possible. 802.11n operates on either 2.4 or 5 GHz and supports
data rates up to 600 Mbits/s.

Channelization – 2.4 GHz 802.11b/g/n

Wireless devices suffer most from one factor, interference. Interference is the phenomenon
that occurs when two wireless devices in close proximity are able to unintentionally receive
or “hear” each other’s transmissions. The best analogy of this is a crowded room. When
everyone is talking at the same time, it is hard to discern who the speaker is much less what
they are saying. The same happens when many wireless devices are all trying to communicate
at the same time.

In the 2.4 GHz spectrum, there are many devices that share a very small section of the
unlicensed spectrum and therefore noise or interference abounds. The standard channel width
for 802.11b is 22 MHz, therefore with the spectrum available in the U.S.A., with only 11
available channels. Because of the channel spacing, only three channels do not overlap with
each other. By overlap, I mean that the center frequency of the channel and the 11 MHz of
spectrum that is used on either side crosses over the adjacent channels. For example, channel
1 on 802.11b stretches up to overlap with channel 2,3,4, and 5. Channel 6 is the next available
channel. Because of this, if you are using 802.11b with multiple devices, the only available
channels are 1, 6 and 11. Any other combination of channels would cause your devices to
interfere with themselves. Cordless household phone use these same frequencies.

Consider the following diagram.

Figure 9 - 802.11 b/g Channels, 2.4 GHz 1



As you can see, the channels centered on 1, 6 and 11 do not touch or overlap, therefore they
do not create interference with each other. On the other hand, channels 1 and 2 clearly
overlap, thereby causing interference and poor performance. In some cases the interference
can cause the inability for two devices to communicate with each other at all.

802.11a offers much more promise because operating in standard 20 MHz channel mode, all
channels are usable because they do not overlap like 802.11b.

Figure 10 - 5.8 GHz Channels

Because of the design and the larger spectrum available, there is a lot more flexibility with
802.11a and higher acceptance by service providers. Using the standard 20 MHz channels as
you can see, there are 12 non-overlapping channels available. Using turbo channels (40 MHz)
there are 5 usable turbo channels concurrent with 2 usable standard channels. Note that using
802.11a in turbo mode reduces the number of available channels to one half because each
turbo channel is 40 MHz instead of the standard 20 MHz.

Small Channels

The Atheros chipset (used in many WiFi radios) brought an enhancement to the 802.11
protocol in the form of small channels or half and one quarter channels. By reducing the size
of the channel, the overlap is reduced or eliminated and many more channels are available.

The disadvantage of small channels is compatibility with products that don’t support this
feature and the reduced aggregate throughput available to devices using the smaller channels.

As a rule of thumb, if a link is capable of passing 25 Mbits/sec with 20 MHz channels, expect
half of that for 10 MHz channels and one-fourth for 5 MHz channels.

Bridged Versus Routed Access Points and Stations

There are two primary modes of operation for wireless devices; bridged and routed. Although
the actual configuration of their wireless components is very similar, there are differences that



need to be explained and understood.

Routed

A routed device consists of multiple interfaces, in this case wired and wireless. There is no
Layer 2 connection between these interfaces in a routed device meaning that for traffic to pass
between the interfaces, the device must follow routing rules to determine packet flow. All
packets must follow the routing rules, firewall rules, and various queue rules. By default, all
RouterOS devices operate in routed mode unless you create bridges and bridge ports together.

Bridged

A bridged device consists again of multiple interfaces, but one or all of these physical
interfaces are joined together into a logical interface called a bridge. The bridge interface
joins the physical devices at Layer 2, such that any packets entering one interface pass freely
out the other interface on the bridge (except in the case of a bridge firewall). In the
configuration of a wireless interface joined to an Ethernet interface, think of a bridged device
as a media adapter, joining two dissimilar media together.

Bridges are a useful configuration, especially with respect to wireless, however they must be
used with caution because it is very easy to create a network with bridges that is not scalable
and quickly outgrows itself. As a general rule of thumb, never connect two bridged devices
together, either directly or with a switch. Instead, separate bridged links with routers. Routers
block broadcast traffic and thereby allow you to use bridged devices while building a
scalable network.

The examples that followed can be each configured in succession to build a complete
wireless AP solution.

Configure an Access Point (PtMP) With DHCP Server

PtMP or Point to Multi Point is a phrase that refers to the configuration of a wireless access
point that can support multiple wireless stations. One common way to configure such an
access point is a routed configuration with DHCP server. This example combines several
different concepts and ties them all together. For this reason, it introduces new concepts as
well as cross-references to other sections of this book, thereby tying together these concepts.

Example - Initial Wireless Interface Configuration

1. Begin by configuring the wireless adapter on the device. This is done by clicking the
Wireless button and double clicking the wireless interface to be configured, typically
wlan1.



2. On the wireless tab, select the wireless mode as “ap bridge”.

3. Next, select the band on which you are going to operate. For standard wireless
clients such as laptops, you can use “2.4GHz-B/G” or “2.4GHz-B/G/N” if your
wireless adapters support 802.11n.

4. The next step is to select the frequency. Taking into account the limitations
previously described for 2.4 GHz, you should first find a free frequency by clicking the



Freq. Usage button. This will scan for available frequencies.

5. Once you have decided on an available frequency, select it using the Frequency
selector. Note that if there are no other access points in the area, then it is best to stick
with channels 1, 6, or 11 and pick your channels to not cause interference between your
own access points. If there are other AP’s in the area outside your control, you will
likely need to pick a free channel by using the Frequency Usage tool as described
above.



6. Next, decide on an SSID or Service Set Identifier, the text string that will be
broadcast to identify your network.

7. Finally, set the Wireless Protocol to 802.11 to support standard, non-RouterOS as
well as RouterOS stations.



Next comes security. RouterOS supports several wireless security protocols and the most
common are WEP, Wired Equivalency Privacy, and WPA2 or Wi-Fi Protected Access. WEP
is antiquated and not very secure yet it is supported for legacy applications. Wireless Security
Profiles are explained beginning on page 233.

Wireless Security

I always tell my classes that security is not simply a button we push and then walk away
feeling safe and secure. Instead, we go for a layered approach, understanding that the more
layers we add, the more secure the network will be. In addition, we stress that each layer of
security has a cost and that cost is paid in performance and maintainability. The more complex
the security, that is, the more layers, the more work it is for a potential hacker to get in and the
more work it is for us to maintain.

In this book, we discuss several ways to secure your wireless network and again, we opt for a
layered approach. The layers that can be applied easily are:

MAC Filtering – Controlling access at the MAC layer. If the station can’t associate, it can’t
gain access. MAC filtering can be circumvented by spoofing the MAC address of an allowed
station so it is not very effective for seasoned hackers.

Encryption – WEP, WPA and WPA2 are some encryption protocols supported in RouterOS.
By encrypting the data transmission, the network is greatly fortified.

Proprietary Protocols – using Nstreme or NV2 is a way to control access to the network.
The hacker will have to use RouterOS to gain access and statistically this helps improve our
odds of resisting attack.

Hiding the SSID – A very basic approach, nevertheless it is effective in keeping the existence
of your wireless network away from most unsophisticated users but true hackers will not even
be slowed down.

Controlling Access with MAC Lists



The most basic layer of security we can add is MAC filtering, that is, controlling access
based upon the MAC address of the station trying to associate with us or controlling which
access points our station can associate with. This can be done on both the access point and the
station. MAC filtering on an access point is done with “Access Lists” and on a station it is
done with “Connect Lists”.

There is a global setting on the wireless interface that can influence the behavior of MAC
filtering, found on the wireless tab called “Default Authenticate”. This setting is enabled by
default and basically tells the wireless interface to associate with any station or access point
it can without restriction. If you uncheck “Default Authenticate”, stations will only be able to
associate with AP’s in their connect list and AP’s will only allow association from stations in
their access lists.

Example – Create an Access List on an AP

1. To create an access list on an access point, click on the Wireless button and select
the Access List tab.

2. Click the plus sign to add an access list entry for a station and click OK. The only
required information here is the MAC address.

3. An easier method is to click on the Registration tab, and right click an already
associated station and pick the menu item “Copy to Access List”. This assumes you



have the “Default Authenticate” checked on the AP thereby allowing the station to
associate. Once the station is added to the access list, you can uncheck “Default
Authenticate”.

4. An alternative method to using the “Default Authenticate” method is to create a “drop
rule” in the access list. Since the rules are processed in order, the last rule can be a
new rule that does not specify the MAC address and has Authentication unchecked. By
placing this rule at the bottom of your list, only the stations specified in the access list
will be allowed to associate and no others. Note that the access list entries take
precedence over the global setting of “Default Authenticate” on the interface.

Example – Create a Connect List on a Station

Why would a station need a connect list? Association to an access point is based on the
setting of the SSID. If you do not specify an SSID, the station will connect to the strongest AP
it sees. Even if you do specify an SSID and some malicious person wants to create trouble for
you, they can configure the same SSID and if their signal is stronger your station may “jump”
to their AP. That is likely a bad thing. To prevent this action or to allow your station to
connect to several different SSID’s you can use connect lists. Much like the access list, the
connect lists is arranged in a hierarchical manner with the most preferred AP’s at the top. If
the “Default Authenticate” setting is unchecked, or if you use a drop rule, your device will



only associate with the intended AP, the one in the connect list.

1. To create a connect list on a station, click on the Wireless button and select the
Connect List tab.

2. Click the plus sign to add a connect list entry, specify the SSID and/or MAC address
and click OK.

3. An easier method is to click on the Registration tab, and right click on an already
associated AP and pick the menu item “Copy to Connect List”.

Once the entry is copied to the connect list, you can uncheck “Default Authenticate”.



4. An alternative method to using the “Default Authenticate” method is to create a “drop
rule” in the connect list. Since the rules are processed in order, the last rule can be a
new rule that does not specify the MAC address and has Authentication unchecked. By
placing this rule at the bottom of your list, only the AP’s specified in the connect list
will be associated with. Note that the connect list entries take precedence over the
global setting of “Default Authenticate” on the interface.

5. Also note that in a connect list entry, you can specify as much or as little information
as you want in order to be more or less restrictive. For example, if you specify the
SSID, then the station will connect to any AP with that SSID, however adding the MAC
address of the AP restricts it to a single AP.

For Further Study: Some other features that can be configured on a connect list are interface,
(if you have multiple wireless interfaces), or signal strength (to only allow a station to
associate if it has a certain signal strength). Other features include the time of day or days of
the week.

Example - Encryption Using WEP

Configuring any security protocol in RouterOS involves two steps. First, create a profile that
dictates the protocol and keys. Second, apply that profile to the interface.



To create the security profile for WEP:

1. Click the Wireless button and then the Security Profiles tab. Click the plus sign and
create a new profile and name it whatever you wish. Change the mode to “Static Keys
Required”.

2. On the Static Keys tab, select Key 0 using the key type you require, typically 40 bit
or 104 bit. A 40 bit key is 10 digits and a 104 but key is 26 digits. In the blank type the
key you want to use and then click Ok.

3. Back on the Wireless tab, double click the wireless interface to be configured with
security.



4. On the Wireless tab, select the interface and use the pull-down to select the security
profile you just created.

Example – Encryption Using WPA(2)

To create the security profile for WPA or WPA2:

1. Click the Wireless button and then the security tab. Click the plus sign and create a
new profile and name it whatever you wish. Change the mode to “Dynamic Keys”. For
the Authentication Types, select WPA PSK and/or WPA2 PSK, depending on the type
of security you want to support.



Unicast and Group Ciphers are again dependent on the type of station security you want
to support. Checking more will result in supporting more types of stations.

2. On the Security Profiles Tab, in the WPA Pre-Shared Key and/or the WPA2 Pre-
Shared Key blank, type the passphrase you want to share between the AP and station.

NOTE: In the upper right corner of WinBox is a check box labeled “Hide Passwords”.
Uncheck that box at any time to ensure what you have typed is what you intended. Click
Ok to save the profile.

3. Back on the Wireless tab, use the pull-down to select the security profile you just



created and click OK.

Example - IP Addressing, DNS, Masquerade

With the wireless interface configured and security established, next we need to handle
IP addressing. Typically, the device will receive an IP address from the network it is
connected to in order to receive Internet access. Assuming you receive your address
using DHCP, add a DHCP client to the Ethernet interface that will connect to the
Internet, typically ether1. The process of adding a DHCP client is outlined on page 168.

Next, we need to add an IP address on the wireless interface as demonstrated on page
41.

We likely want our router to be a caching DNS server, thereby reducing our Internet
usage and speeding up the DNS process. Enable caching DNS as demonstrated on page
166.

With an IP address in place, next we likely want to add DHCP Server to automatically
give out IP addresses to our wireless clients. This is demonstrated on page 170.

Finally, we will need a NAT masquerade rule to hide our LAN behind a public IP
address as shown on page 104.

At this point you should have a fully functioning wireless access point.

Example – Configure a Wireless Interface to be a Routed Station (client)

As previously explained, when a router is outfitted with multiple interfaces, not tied together
by a bridge, it is operating in routing mode. In this example, we will configure a routed station
that can associate with an access point. The Ethernet port will be connected to our laptop or a
switch and the wireless interface will connect to a wireless access point that provides DHCP
and Internet access.



1. Click the Wireless button and double click the wireless interface to be configured.

2. The minimum information to be configured is the Mode, the band, the SSID, and the
Wireless Protocol. Set the Mode to station, the Band to the frequency of your access
point (typically 2.4 GHz, 802.11 b/g/n), and the Wireless Protocol to 802.11 and then
click Apply.

3. If you are unsure of the SSID, you can scan for it using the Scan button and then
clicking Start. This will scan for wireless networks in the band you previously
specified.

4. To select an SSID, click the Connect button and that SSID will be loaded into the
SSID blank. Stop and close the Scan tool. The router should then be connected to the
AP. If the AP requires security, it can be configured exactly the same way as security
for an access point as described on page 233.

5. At this point the wireless station should be associated with the access point.

6. Add DHCP client to the wireless interface as shown on page 168.

7. Add an IP address to the Ethernet interface as shown on page 41.



8. Configure DNS as instructed on page 166.

9. Add DHCP server to the Ethernet interface as demonstrated on page 170.

10. Add a masquerade NAT rule as shown on page 104.

At this point the wireless interface should be associated with the access point, designated by
the letter “R” next to the wireless interface name in the wireless interface list. The “R” stands
for running. Running is the same as “linked” in Ethernet terms, meaning there is at least one
association between an AP and station. The wireless interface should have a dynamic IP
address received from DHCP client, the DHCP server should be handing out IP addresses on
the Ethernet interface, and your laptop connected to the Ethernet port should have Internet
access.

Example – Create a Virtual AP

Virtual AP’s are a great way to provide diverse functions with a single wireless interface. To
the router they behave like a physical interface, but only require a single adapter. The only
real difference between a virtual wireless interface and a physical one is that they share the
same physical card so they can only operate on one channel, the same channel as the physical
interface. Virtual AP’s can be bridged, addressed, hand out DHCP addresses, run HotSpot
and many other functions with few limitations.

To create a virtual AP:

1. Click the Wireless button and then in the Wireless Tables window click the plus
sign.

2. Select Virtual AP. On the Wireless tab, enter the SSID you want it to broadcast.
Once configured, you can apply a separate security profile as previously described or
configure the Virtual AP as any other physical interface.



Bridging – Point to Point or Point to Multi-Point

There are several ways to bridge a RouterOS device but the goal is always the same. Join
dissimilar physical interfaces into one logical interface. RouterOS support several methods of
bridging, but I advocate only one, station-wds mode. This method can be used in a mixed
wireless network, that is, an access point that will support routed stations as well as bridged
stations.

Bridging an access point is straightforward and completely accepted in the IEEE 802.11
standard. Bridging a device while configured in station mode is not acceptable in the IEE
standard and for that reason we need a workaround to perform bridging. The wireless mode
that will enable bridging a station is named “station-wds” mode and is simple to set up on the
station but requires support on the access point. Both configurations will be described here.

Example – Transparently Bridging a Link

Station End

1. To bridge the station device, click the Wireless button and then double click the
wireless interface.



2. Set the Mode to station-wds and set the SSID to the one to be used on the AP. In this
example, we are using “MikroTik” as the SSID. Set the Band to the frequency you are
using such as 2.4 GHz or 5 GHz, and the desired Wireless Protocol. In this example we
are using 802.11. Then click Ok.

3. Click the Bridge button and the plus sign to add a new bridge interface and click Ok.

4. On the Bridge Ports tab, click the plus sign and add the Ethernet port to be bridged
(typically ether1) to the new bridge you just created and click Ok. Repeat for the



wireless interface. The station is now bridged, but now we must adjust the access point.

Access Point End

1. On the access point, create a new bridge interface and click Ok.

2. On the Bridge Ports tab, add the wireless interface to the bridge and click Ok.

3. Back on the wireless interface list, double click the wireless interface. On the
Wireless tab, set the Mode to “ap-bridge” and set the frequency desired. Also, set the



SSID you want to use, in this example it is “MikroTik”. Finally set the desired Wireless
Protocol. We are using 802.11.

4. On the WDS tab, select WDS Mode as dynamic and WDS Default Bridge as the
bridge you created, typically bridge1. It may be necessary to disable and re-enable the
wireless interface on the station to cause it to re-associate with the access point now
that is supports WDS.

5. If you want the access point to be completely bridged, that is, wireless to Ethernet,
simply add its Ethernet interface as another port on the AP’s bridge.

Point to Point Links

If your access point is being used with a single station as in a backhaul or point-to-point link,
you can set the wireless mode to “bridge”. This mode is available in the Level 3 license
while ap-bridge mode is not available in the Level 3 license. In bridge mode, the device is
still an access point, but will only support one station, ideal for low cost point-to-point links.

Example – Pseudobridge Modes

In some scenarios, it is not possible to use an access point that supports WDS. If the station
must still be bridged, as a last resort, you may use one of the two pseudo bridge modes. I state
that with reluctance because any mode that defies the standard, is fraught with possible



problems. As previously stated, bridging a station is contrary to the IEEE standard, and
should only be used where absolutely necessary.

In RouterOS version 5 and above, the pseudobridge modes are supported according to an
Applicability Matrix as follows:

Figure 11 - Application Matrix by Protocol 1

As you can see, the pseudobridge modes are supported with most protocols except for NV2.

If you need to use pseudobridge mode, there are two options, station-pseudobridge and
station-pseudobridge-clone.

Wireless Mode Station-Pseudobridge

In this mode, the wireless stations works very much like source NAT in the firewall facility.
Specifically, the devices source nats packets sent to the access point using the MAC address
of its wireless card. A MAC translation table is maintained on the wireless station and any
packets entering the device from a client are stripped of their MAC address and the MAC of
the station is inserted in their place. Returning packets are treated in the opposite manner
returning the originating host’s MAC address. This masquerading process will not work with
many non-IP based protocols, so as stated before, pseudobridge modes should always be
avoided when possible.

Wireless Mode Station-Pseudobridge-Clone

This mode works in a similar fashion to the station-pseudobridge mode, with the exception
that the station’s wireless card connects to the access point using the MAC address of the first
frame that passes through the device. In the case of a laptop being connected to the bridged
station, this means the access point would see the MAC address of the laptop rather than the
actual station’s wireless card, hence the name “clone”.

Example – Bridge a Station Using Pseudobridge

This example will work for either station-pseudobridge or station-pseudobridge-clone.

1. To bridge the station device, click the Wireless button and then double click the
wireless interface.



2. Set the mode to station-pseudobridge or station-pseudobridge-clone mode and click
Ok.

3. Click the bridge button and the plus sign to add a new bridge interface and click Ok.

4. On the Ports tab, click the plus sign and add the Ethernet port to be bridged (typically
ether1) to the new bridge you just created and click Ok. Repeat for the wireless



interface.

The station is now bridged.

For Further Study: It is also possible to bridge two devices using a PPP tunnel, EoIP tunnel,
or VPLS.

Supporting Mixed Clients, Routed Stations and Bridged Stations

Once WDS bridging is set up on an access point as demonstrated on page 242, it is possible
to support both routed stations and bridged stations that have been configured using the
transparent bridging method. This is a good scenario for Internet service providers as it gives
them several different customer configurations they can offer.

For example, if a customer wants a standard, managed connection, using a routed station,
firewalling, private addressing on the LAN, public addressing on the WAN, and the ability to
support destination NAT for inbound services to servers on the LAN, this is all possible using
a standard routed station. If the access point is configured with support for WDS clients as
outlined on page 242, that makes it possible to offer an alternate configuration on the same
access point for non-managed clients. For example, if a client wants to run their own router
and firewall and have it receive a public IP address via your PPPoE server, again that can be
done by configuring that station in station-wds mode. Since the AP supports both WDS and
non-WDS clients, one access point can support either configuration and neither of these
scenarios require station-pseudobridge mode, although that is still supported.

WDS, Wireless Distribution System

In some scenarios, it is desired to provide wireless access, yet it is not possible to get
network cabling in place to the access point. This scenario lends itself well to a protocol
called WDS. We have previously used a function of this protocol to create a transparent
wireless bridge, yet the true power of WDS is the application just described. In a WDS
system, each access point serves double duty in that it acts as both an access point and a
station at the same time. This is both helpful and hurtful at the same time so let me explain.



By design, 802.11 devices are half-duplex, meaning they cannot transmit and receive at the
same time. By contrast, modern Ethernet devices are typically full duplex, meaning they can
transmit and receive at the same time, which explains why a 100 Mb Ethernet device can
transfer data at line speed, both directions, simultaneously. You get the idea. Wireless devices
with a single transmitter must either be in transmit mode or receive mode but not both
simultaneously, which explains why a device connected at 54 Mbps will only maintain about
half that in one direction and one fourth if passing data both directions simultaneously.

In a WDS system, if a device is both a station and an AP at the same time, the total throughput
of the system will be reduced by a factor of about one half when a second device is added to
the system. That trend continues as more devices are added until the system grinds to a
screeching halt. That being said, a few devices in WDS will perform quite well for client
Internet access where you are typically trying to deliver a few megs to each client, and in that
situation, a two or three node WDS system running 802.11g is quite adequate. The same
system running 802.11n with dual chains becomes substantially more robust and expandable
before this throughput “wall” is reached.

Example – Build a WDS System

To build any WDS system requires a bridge interface. It is not mandatory that the Ethernet
interface be added to this bridge, so the AP can still be a routed device. However, a bridge
interface is a requirement for the wireless portion of the configuration. In this example, we
want to build a WDS system that will both extend our network to a second AP and allow non-
WDS clients to connect to an access point in the WDS system and get Internet access.

1. In WinBox, click on the Wireless button and then double click the wireless interface
to view its properties.

2. On the wireless tab, set the mode to ap-bridge, the Frequency to a free frequency and
the SSID to something of your choice, in this case we will use “MikroTik” as the SSID.



3. Create a new bridge interface and click Ok.

4. On the ports tab, add the wireless interface to the bridge and click Ok.

5. Back on the wireless interface list, double click the wireless interface and on the
WDS tab, select WDS Mode as dynamic and WDS Default Bridge as the bridge you
created, typically bridge1.



6. Repeat steps 1 through 5 for the second device in the WDS system. Note, it is
essential that you set the SSID and the frequency to the same settings for all devices to
participate in the WDS system or they will not associate.

7. Once the wireless interfaces are associated and the WDS interfaces are dynamically
created, you can configure the device as either a routed access point as shown on page
222 or add the AP’s Ethernet interface to the bridge you just created and push the Layer
3 services to another router in the network.

NV2- Nstreme Version Two

Nstreme Version Two is one of the most exciting features to be added to RouterOS. Nstreme
version two or NV2 is it is called, is a TDMA or the Time Domain Multiple Access protocol,
meaning wireless stations are allowed to transmit during a specific time slice and only then.
This negates the need for a station to “listen” before it transmits, as is the case with
conventional 802.11, which uses CDMA or Carrier Sense Multiple Access and greatly
improves the speed and scalability of the network. TDMA has only been available in very
expensive devices in the past, so this was a welcomed addition to RouterOS.

“TDMA media access technology solves hidden node problems and improves media usage,
thus improving throughput and latency, especially in PtMP networks.” 1 So the question is,
why would you want to use the NV2 protocol in your network? I would pose the question,
why would you not want to use NV2? The benefits are higher throughput, longer links, and
improved stability in noisy environments, lower latency, and no hidden node effect and
reduced frame overhead. The only reason for not using NV2 is the incompatibility with
standard 802.11 devices in a mixed network of RouterOS and non-RouterOS devices.

Example – Converting an 802.11n PtMP System to NV2

In this example we will take an imaginary service provider or WISP network tower, running
802.11n protocol with all RouterOS stations, and convert it to NV2. The goal is to improve
performance of the network without substantial customer downtime.

Note: Although the method described herein is accurate, there is always the chance a station
will not re-associate with the access point or that an upgrade could fail. Therefore, understand
this risk before you begin and perform the operation inside your standard maintenance
window.

1. Step one is to ensure every station is running the latest version of RouterOS, so we



will upgrade each station on the access point using the technique previously described
on page 48.

2. Once all stations have been upgraded and rebooted, they should still be associated
with the access point.

3. Next, upgrade the access point to the latest version as previously described.

4. Next, WinBox to each station and click the Wireless button and double click the
wireless interface.

5. On the wireless tab, change the protocol to “nv2 nstreme 802.11” and click OK. This
ensures that the station will re-associate now and after you have converted the access
point to NV2.

6. Once all stations have been set this way, WinBox to the access point. On the wireless
tab, set the protocol to NV2.



7. On the NV2 tab, set the cell radius to a value equal to the distance to the farthest
client on this AP in kilometers.

8. Once you click OK, all clients should re-associate in NV2 mode and you should have
a stable TDMA network.

For Further Study: NV2 supports its own security which can be set by checking the Security
box on the NV2 tab and setting a “Preshared Key” on both the access point and all stations.
This will further enhance the security of your wireless network.

Example – Hiding the SSID

To hide the SSID from prying eyes:

1. In WinBox, click the Wireless button and double click the wireless interface.



2. On the wireless tab, check the box “hide SSID”.





Chapter 16 – Routing

In simplest terms, routing is the process that determines the interface through which a packet
leaves a router. Routing takes place at Layer 3 and the process is governed by a list of rules
called routes. When a packet enters the routing process, the router looks at the destination IP
address of the packet and then compares that address to the route rules to determine where to
send the packet.

There are some basic rules that govern simple routing. First, routers can only send packets to
routers they are directly connected to. By directly connected, I am describing two routers with
a Layer 1 connection, such as an Ethernet cable or wireless link connecting them, both of
whose interfaces are configured with IP addresses on the same subnet. Understanding this
term “directly connected” is essential in understanding IP routing. Secondly, routers have to
“trust” that the router to which they send a packet can ultimately get the packet to its final
destination. To explain this “trust” relationship, consider the following example:

Figure 12 - Routing Diagram

Router A needs to send a packet to the 192.168.100.0/24 subnet, which is directly connected,
to Router C. Since A is not directly connected to C, it must send the packet to B and “trust” B
can get the packet to its final destination. Why does it send the packet to B? Because Router
A’s routing table or routing “rules” tell it that Router B is the gateway for the
192.168.100.0/24 subnet. With routing, there is no “leap frogging”, meaning that A must send
the packet to B who sends the packet to C and A can not “leap frog” over B and send packets
directly to C.

This concept of sending packets to an adjacent or directly connected router is referred to as
the “next hop”, which is descriptive of a packet hopping from Router A and then to Router B
and Router C and finally to the destination subnet. In this scenario the next hop for router A is
Router B.

Simple Static Routes



With a basic understanding of how routing works, let’s explore the rules that routers use,
specifically the routing table. In RouterOS, the routing table is found in WinBox by clicking IP
and Routes.

The routing table looks like this:

In every route there are two key pieces of information, the destination address and the
gateway. The destination address is the network that contains the host we are trying to send a
packet to and the gateway is the router that knows how to route the packet to its destination. It
is feasible that the destination address could be a single host address. In this scenario, we
would need one route for every single host we ever wanted to reach. In the case of an IPV4
Internet connected router, that would be nearly a billion host routes one for every host on the
Internet. Obviously this is unreasonable, so we always use network routes as our destination
address.

Most Specific Route

It is important to interject here that there is an additional rule for routes we must consider.
When a router has multiple routes to get to the same destination, the router will use the most
specific route. By most specific, I am referring to the size of the range of the IP addresses in
the destination network.



Consider the following routes:

# Destination Address   Gateway
0 192.168.1.0/24   10.0.0.1
1 192.168.1.0/30   10.0.0.2

In this example, the router wants to send a packet to 192.168.1.1. That host address is defined
by the IP address range of route 0 and the range of route 1, meaning that 192.168.1.0/30
includes the host addresses .1 and .2 while 192.168.1.0/24 includes the host addresses .1
through .254. Since the smaller range is that defined in route 1, route 1 is the most specific and
therefore the packet will be sent to 10.0.0.2. The concept of “most specific route” is very
important for understanding the routing decision.

Default Routes

A default route is best described by borrowing the phrase “gateway of last resort” from a
competitive router operating system. I like this phrase because what it tells me is that if the
router doesn’t have a route for a packet that fits into one of the destination network routes in
our table, we send that packet to the gateway of last resort or default route.

Examining the default route, the destination address is always 0.0.0.0/0 which matches
everything, therefore, if this is the only route in the routing table, then all packets will be sent
to the default route. If there are other, more specific routes to the desired destination, those
will take precedence over the default route.

Example - Tying it All Together With Static Routes

By now you should understand the basic rules of static routing:

1. Routers must route packets using gateways that are directly connected.

2. Routers must “trust” adjacent or directly connected routers, that is, they are able to get
the packet to its final destination.

3. With simple static routes we cannot “leap frog” to our destination.

With these three pieces of information, we can now apply this knowledge to a real life
scenario.



Figure 13 - Routing Diagram

In the above diagram, we have a system of three routers with no routes. The goal is to add
enough static routes to each router so that the hosts in the subnet at the far right reach every
router in the network and so that every router can reach the other routers as well as the hosts
in the 192 subnet. The only default route we will use is configured on the hosts in the subnet at
the far right, so all other devices must have a complete routing table.

All routes will be written in the format Destination Network and Gateway.

Solving first for router A:

Looking at these routes, what you see is the embodiment of our three routing rules. In route 0,
Router A only references a gateway to which it is directly connected. Router B’s 10.10.10.6
address is directly connected to Router A and on the same subnet as Router A’s 10.10.10.5
address, so the first rule is satisfied. Secondly, Router A trusts that Router B can get the
packet to the destination network, it has no way to ensure that, it only trusts it is so. Thirdly,
we aren’t leapfrogging because B is only one hop away from A. The second route, route 1,
satisfies the same rules and enables Router A to send packets to the192 subnet. This
completes Router A’s routing table.

Router B will also need a static route, so let’s list it now:

The first question you may ask is why does Router B only need one route? That is a good
question, however, it is easily answered because Router B is in a unique position in that it is
directly connected to both Routers A and C, therefore no static routes are needed. Router B



can ping both Router A and Router C because they are one hop away, so it only needs a route
to the 192 subnet.

Router C is in a situation similar to Router B. It is directly connected to the 192 subnet, so no
static routes need to be added. It is also directly connected to Router B so no static routes are
needed there either. It only needs one static route to Router A as follows:

The only other question that might remain in your mind is why are we using the network
addresses like 10.10.10.4/30 instead of the host IP addresses like 10.10.10.5 or 10.10.10.6?
If you remember back at the beginning of this chapter, we discussed that although you could
add a route for every single host IP on the network, to do so would be a waste of time because
network references include many hosts rather than a single host. In this example,

10.10.10.4/30 includes 10.10.10.5 and 10.10.10.6 so packets to either IP address would be
included in that single route.

Route Distance

There is an additional piece of information in a route that we can use to influence how the
device treats the routes. This attribute is called “distance” or “cost”. Distance is an arbitrary
value assigned to the route so that if there are multiple routes to the same destination, they can
be ordered (prioritized) by their distance, meaning a route with a lower distance takes
priority over a route with a higher distance. By default, certain distances are applied to routes
by the router. These distances can be changed to alter how a route is treated. Consider the
following routing table:

There are two routes here to the same destination with different gateways. In this scenario,
since route 0 has a lower distance (sometimes called cost), it will be the active route and
route 1 will be inactive. In the routing table this will be evidenced by the active route being
displayed in black, and the inactive route(s) displayed in blue as shown below.



Also note that the routing flags will designate the active route(s) as “A” for active. If the
interface for the active route is disabled or loses its link, that route will become inactive and
the route via gateway 10.0.1.1 will become the active route. This is a simple way to provide
some basic redundancy but it relies on the interface to actually go down for the active route to
become inactive.

For Further Study: An additional feature called “check gateway” can be enabled on the
active route to constantly check that not only is the interface active, but that the gateway on the
other end is reachable. This further enhances this type of failover configuration.

Dynamic Routes

Routes can be added to the routing table manually (static routes) or dynamically. Dynamic
routes can either be added by a dynamic routing protocol or by the operating system as a part
of the normal configuration of an IP address. Specifically, when you add an IP address to the
router, it dynamically creates a companion route to tell the router on which interface to look
for other hosts on that subnet.

In the above illustration, there are two dynamic routes designated by the routing flag “D”, both
of which are active, designated by the letter “A”. Notice that the gateway for both routes is an
interface rather than a host address. The reason is that these routes were dynamically added
by the system in response to the configuration of an IP address. Now the router knows that
other hosts on the 192.168.101.0/24 subnet will be found on interface bridge1 and similarly,
hosts on the 66.76.13.0/24 subnet are found on interface ether1.



Routing Flags

In the previous illustration, to the left of each route in the route list there is a flag or group of
letters that describes the state or origin of the route. In this example, the flags “A”, “S”, and
“D” stand for Active, Static, and Dynamic, respectfully. There are several other routing flags
in RouterOS. Those that appear below in bold are those most common.

X – Disabled, not active

A – Active, in use

D – Dynamic, received from a dynamic routing protocol or added by the operating
system

C – Connected, a directly connected host route

S – Static, added manually

R - RIP route, received from the routing information protocol

B – BGP, received from the border gateway protocol

O – Received from the open shortest path first protocol

M – Received from the mesh made easy protocol

B – Blackhole route, packets are silently discarded

U – Unreachable, discards the packets and sends an ICMP unreachable messages

P – Prohibit, discards packet and sends an ICMP communication administratively prohibited
message

OSPF – A Dynamic Routing Protocol

OSPF or Open Shortest Path First is the name of a simple to configure yet robust routing
protocol anyone can implement and should implement in their networks as they grow past a
single router. OSPF routers dynamically trade routing information as well as the state of the
links that join routers together and thereby determine the best path between routers. If a path
becomes unreachable, they adjust their routes accordingly to maintain the reachability of all
hosts in the OSPF cloud.

OSPF provides two main benefits. First is the automatic propagation of routes in a network
and the second is failover to ensure the reliability of an IP network.

In this book, we will explore the basics of the OSPF protocol and learn how to create basic
OSPF networks that will provide all the routes necessary for the networks to operate without
using static routes.



Link State Protocol

The basic communication of an OSPF network is done using the link state protocol. This
protocol begins working when two routers in a network are similarly configured with OSPF
and the first OSPF packet is sent. This packet is called a “hello packet”. The hello packet is
the first phase of the OSPF neighbor negotiation.

The second phase is called the link state advertisement or LSA. This communication involves
sending a list of all the OSPF neighbors the router has learned. This link state information is
sent by “flooding” LSA’s (Link State Announcements) or sending the LSA’s to every OSPF
interface on the router. If a router receives a packet already seen, it is discarded so the router
only processes new LSA’s.

Once a router has learned all of its neighbors and all the neighbors they know, it builds a Link
State Database. Once the link state database is fully populated, the routers begin the final and
most complex portion of the process, calculating the routes. This particular algorithm
originally proposed by Dutch computer scientist Edsger Dijkstra2. Dijkstra’s Algorithm works
by constructing a tree of the network. The tree’s root is the system performing the calculations
and its branches are linked to other systems. The result is the shortest path to each router in the
system. If a link fails, all routers in the system must perform a new set of calculations and this
results in utilizing router resources3. Networks with unstable links are not good candidates for
OSPF as the constant recalculation of these routes can utilize a large amount of resources. The
network should be stabilized before configuring OSPF.

Areas

The concept of OSPF areas is included in the advanced RouterOS certifications and
associated training but a basic discussion is necessary for purposes of the configurations
discussed in this book. The purpose of OSPF areas is to organize or group OSPF routers in
logical divisions in the network. These divisions are typically made with some basis of
geography, proximity, or function. OSPF routers are typically all contained within one AS or
Autonomous System. In simple terms, an AS is a group of routers controlled or owned by a
single entity. When the number of routers within that AS becomes too large or unwieldy, it can
be broken up into smaller groups or OSPF areas.

By default, there is an OSPF area named backbone. For purposes of a small OSPF network,
all routers can be made members of the backbone area. As the network groups, additional
areas will become desirable, but these areas will continue to have some attachment to this
backbone area.

When a new area is created and routers are assigned to this area, they operate as standard
OSPF routers flooding their LSA’s, building their databases, and performing their route
calculations. This information is only shared with other routers in their particular area (if
there are multiple areas). If one router in the area is also connected to the special area called
backbone, it becomes a special type of router called an ABR or Area Border Router. The
ABR is special in that it participates in normal OSPF functions inside its area but on the
backbone interface it only sends a special type of LSA called a summary LSA. The summary



LSA summarizes the routes to the routers in its area. The primary purpose of areas is to
partition the network so that the size of the database is kept to a manageable size and router
resources are conserved because the number of LSA’s is reduced.

Configuring OSPF

In RouterOS, the first step to configuring OSPF is the addition of a network statement.
Although the process sounds confusing, the goal is to determine which interface or interfaces
OSPF should use to find other OSPF routers. OSPF determines the interface or interfaces
through the network statement, using it to find an IP address that falls within that network
subnet and then determines on which interface that IP address is bound. In summary, OSPF is
looking for other OSPF routers. It will only find them on the interfaces where you want it to
look and it will determine which interfaces those are based upon the network address and then
finding on which interface that IP address is bound.

Once a network statement is entered, the router dynamically creates an OSPF interface. This
is the interface where it looks for other OSPF speaking routers. OSPF starts working
immediately when the network statement is added but no routes are exchanged until we tell
OSPF what to share or redistribute.

Redistribution is configured in the Instance tab, by telling OSPF to redistribute connected
routes, static routes, default routes or routes learned through other processes like RIP or BGP.

Generally, you will want to redistribute connected and static routes. By redistributing
connected routes, any time you configure a new IP address on your router, that network route
will be sent to the remainder of the area thereby telling them “I am the way to get to this
subnet”. Do you need to add a new /24 to your router to serve new clients? Instead of adding
tons of static routes to every router in your network, simply add the IP address and the route is
built and redistributed automatically by OSPF.

The final piece of information involves redistribution of the default route. If you check the box
to redistribute default route, the router will send the default to other routers in the area.
Typically, there are only one or two routes in the area that are actually connected to the
default gateway so those will be the only two routers to redistribute default. With two Internet
connected routers, both redistributing default, you can create a fault tolerant network with
automatic failover if one default gateway fails.

Example – Add a Static Route

Adding a static route is very simple. The goal of a static route is to tell this router how to get
to other networks. In this example, we want to add a route to get packets to the 192.168.1.0/24
network. This router is directly connected to another router that is directly connected to this
target subnet. The route is added as follows:

1. In WinBox, click IP and Routes.



2. Click the plus sign and enter the destination address of 192.168.1.0/24.

3. On the gateway blank, type 10.0.0.2 which is the IP address of the directly connected
router that is attached to our router as well as the destination subnet.

4. Click Ok.

Example – Add a Default Route

Adding a default route is exactly like a static route. The goal of a default route is to give the
router a place to send all packets for which it does not have a specific route. This router is



directly connected to another router that is connected to the Internet. The route is added as
follows:

1. In WinBox, click IP and Routes.

2. Click the plus sign and do not enter a destination address as the default of 0.0.0.0/0
matches all packets and is used for the default route.

3. On the gateway blank, type 10.0.0.1 which is the IP address of the Internet router.

4. Click OK.

Example – Set up OSPF, the Basics

While static routes are just as effective as dynamic routes, the use of a dynamic routing
protocol like OSPF is the basis of a scalable and mature network that can easily grow without
an excessive administrative burden. To set up a basic single area OSPF network, proceed as
follows:

1. In WinBox, click Routing and then OSPF.



2. Assume we are building a network according to the following diagram. Even though
our router has several interfaces and numerous IP addresses, we have selected a
management network on which we will run OSPF. These networks all fall within
10.10.10.X/X.

Figure 14 - OSPF Network

3. Now consider router A. It has multiple interfaces with multiple subnets, but we only
want to run OSPF with neighbors B, C, and D and not Z. To do this, click on the
Networks tab and then the plus sign. Enter the network address of the network on which
you will run OSPF. Notice we do not add the 192.168.1.0/30 network as we do not
want OSPF configured on that interface.



Repeat the process of adding the network statements for routers B, C, and D as you did router
A. Each should be configured as follows when you are done:

Router B

Router C

Router D



4. Once the network statements are added, OSPF starts working. Now we need to tell it
what to redistribute and this is done on the Instances tab by changing the default
instance. For Router A, we want to redistribute static routes, connected routes and
default route because router A is the only gateway for our network to get to the Internet.
For routers B, C, and D, we only redistribute static and connected routes. For this small
network with a single area, we can use Type I or Type II redistribution.

Configure the instances on all four routers as follows:

Router A

Router B



Router C

Router D

Check the routing table now and you should now see routes to all of the networks configured
on all four routers as well as a default route.



For Further Study:

1. As networks grow, multiple areas can enhance network performance by reducing the size
of the database and make the network more scalable. Consider dividing the network into
multiple areas once you understand the OSPF basics.

2. Using Type I or Type II redistribution is appropriate for multiple areas. With more
experience in using OSPF, consider changing redistribution types as appropriate to
engineer traffic flow.

3. You should also consider using authentication between your OSPF routers to enhance
security as well as using passive interfaces and setting a designated router through the
priority setting.





Chapter 17 – VPN Tunnels

General

VPN tunnels or Virtual Private Network tunnels are a method of spanning diverse networks in
a manner to allow two network devices to communicate with one another as if they were on
the same local area network. Imagine if you will a crowded room full of noisy people with
two people on opposite ends of the room that need to communicate with each other. By
stretching a pipe across the room and each person speaking into or listening to the end of the
pipe, the two would be able to communicate with each other in the noisy, crowded room as if
they were the only ones in the room. This analogy roughly describes a VPN tunnel, where the
two people wanting to communicate are the tunnel end point hosts and the crowded, noisy
room is the public Internet. In an actual VPN tunnel, the traffic would follow the same path as
other traffic through the Internet, but would be encapsulated or possibly encrypted. When the
packet reaches its destination at the remote end of the tunnel, it is unencrypted and sent to its
destination.

The most common use of VPN’s is for remote hosts to “dial in” to an office network, thereby
allowing the remote device to reach office resources such as printers or file servers as if it
was located on the same private local area network. The transport network becomes invisible
to the remote host and it operates as if it were only one hop away from the office, even though
there may be many router hops in between.

Tunnels are either Layer 2 or Layer 3 in design, that is, packets are either carried through the
tunnel by routing or by switching. PPtP or Point to Point Tunneling Protocol is one example of
a Layer 3 tunnel while EoIP is an example of a Layer 2 tunnel. With a Layer 3 tunnel, routers
on the end points make the decision about which packets to send across the tunnel but with
Layer 2 tunnels, all packets are sent through the tunnel like a switch (unless there are Layer 2
filters in place to prevent certain types of traffic).

Another application of VPN tunnels is to connect two networks together through the public
Internet. A company may have two or more locations across the world and by using VPN
tunnels, they can tie all these locations together as if they were on the same LAN. This allows
hosts in all remote locations to use services behind the company firewall in an unimpeded
manner.

In this book, we will explore five different types of tunnels:

1. PPTP – The Point to Point Tunneling Protocol is supported in RouterOS as both client
and server. The server would be suitable for a central location and will support a
mixture of Windows clients, Mac OSX clients, MikroTik routers, or any other standards
based PPTP client. This is also an easy tunnel to set up between two routers and is a
Layer 3 tunnel.

2. L2TP – The Layer 2 Tunneling Protocol is also supported and the setup is exactly the
same as PPTP.



3. EoIP – Ethernet over Internet Protocol is a Layer 2 tunnel and can be bridged to provide
a quick and easy method of bridging two networks together over the Internet at Layer 2,
however it provides no encryption.

4. MPLS/VPLS – Multiprotocol Label Switching and Virtual Private LAN Service are
powerful protocols that help you create complex and scalable provider networks. By
using some basic features of each we can create simple network tunnels.

5. PPPoE – Point to Point Tunneling Protocol over Ethernet is a Layer 3 protocol used by
many service providers because of it’s ability to restrict network access, use central
authentication, and provide automatic provisioning of customers. It is by design a tunnel,
but not in the sense of a typical VPN tunnel like PPTP or L2TP in that is not used to
“tunnel through” public networks. PPPoE supports a special type of IP addressing called
point-to-point addressing. To fully understand how point-to-point addressing is used in
PPPoE, lets explore it first.

Point to Point Addressing

When the Internet was first born, there were few hosts and many addresses available.
Networks were designed based upon classes. These classes were based upon letter
designations such as Class B or Class C networks and the classes were descriptive of the
subnet mask that formed the boundaries of the classes. LANS were typically given Class C
blocks of addresses and not much thought was given to subnetting or classless networks.

All of this changed as the Internet exploded and we suddenly saw the necessity to become
more conservative with our IP space. When we began seeing the future depletion of our IPV4
address space, we progressively transitioned from classfull to classless networks. Soon
thereafter, customers were allocated small /30 subnets or something slightly larger instead of
entire /24’s and networks were masqueraded or source natted behind firewalls. Now that
there are few IPV4 blocks available at the time of this writing, providers have become very
conservative with their IP allocations and the entire Internet has transitioned to classless
provisioning.

As we make the observation of the relationship between subnet prefix and subnet size we see
the following mathematical progression:

/24 subnet = 256 addresses including one network address, one broadcast address and 254
host addresses

/25 subnet = 128 addresses including one network address, one broadcast address and 126
host addresses

and so on through

/30 subnet = 4 addresses including one network address, one broadcast address and 2 host
addresses

and finally



/32 subnet = 2 addresses including one network address, and 1 host addresses

Note that as we begin splitting subnets, we always half the number of total addresses
available. Next, we designate one address for the network address and one for the broadcast
and the remainder are host addresses. The pattern seems to change when we get to the /32
subnet or point-to-point addressing. Now, there is only one host address, one network
address, and no broadcast address. That is both the complexity and the simplicity of point-to-
point addressing.

Point-to-point addressing is used most commonly in PPPoE or Point-to-Point Protocol over
Ethernet configurations so we will use the PPPoE protocol as the basis for our explanation of
point-to-point addressing. Using point-to-point addressing, what you find is that the network
typically takes on a star topology with respect to multiple hosts with the center of the star, the
PPPoE server knowing how to get to every other host. Every address has two pieces of
information, the actual host address and network.

Since there is no available address for broadcast, there is no broadcast address. I like to think
of point-to-point addressing as a imaginary piece of wire with two ends. Each end has an
address (the end point) and a “reminder” of the address of the other end of the wire (the
network address). Take a look at this concept graphically in the figure below.

Figure 15 - Point to Point Addressing

The end of our imaginary wire marked “A” has an IP address of 10.0.0.1/32 and a network
address of 10.0.0.2, therefore it knows the host at the other end of the imaginary wire has an
IP address of 10.0.0.2. The end of the wire marked “B” has an IP address of 10.0.0.2/32 and a
network address of 10.0.0.1, therefore it knows the host at the other end of the imaginary wire
has an IP address of 10.0.0.1. As you can see, there is no availability of an extra address to
use as a broadcast address nor is it needed since each end host already has the information
needed to find the other end of the point-to-point connection.

PPPoE – Point to Point Protocol over Ethernet, Applying PTP Addressing

You may be wondering how is this useful in a network of more than two hosts? This concept
is useful because it can support a large number of hosts in a very scalable star topology as
follows:



Figure 16 - PPPoE Network

As you can see the configuration is similar to the previous illustration of the "wire", with the
exception that there are now 5 "wires" with router Z at the center of the star. The PPPoE
concentrator or server, has multiple addresses, each with a network address that matches the
host IP address of the other end. It appears that the server has duplicate IP's, but understand,
they are really not duplicates since they have different network addresses.

This illustrates one of the attributes of point-to-point addressing and that is the conservation of
address space as we are no longer wasting addresses on network and broadcast pairs.

PPPoE uses point to point addressing exclusively, so now that you understand the concept and
have been briefly introduced to PPPoE, let's dig in deeper. PPPoE is widely used by large
DSL and cable modem providers for some important reasons:

1. It provides a scalable way to control network access. Since it is a Layer 2 protocol, it
handles IP addresses and default routes in a fashion similar to DHCP so it secures the
network.

2. It interfaces easily with Radius, a server application widely used since the dialup days
that centralizes user access control.

3. It allows the return of numerous attributes by the Radius server such as the creation of
rate queues, the assignment of IP addresses, and other functions.

4. With Radius controlling the network, it is simple to provision new customers and turn off
access for those that don’t pay their bills.

5. And finally, since it uses point-to-point addressing, it conserves IP space.



In this book, we will be using PPPoE server with a local user database and local user
profiles. Following this, I will give some topics for further study on extending PPPoE with
Radius. Before we begin, a few more necessary pieces to put all of this together.

Example - IP Pools

IP pools are ranges of addresses that can be allocated automatically. These pools were
created automatically for us using the DHCP Server setup script on page 170, but they can
easily be created manually and used by server processes such as PPPoE server.

1. In WinBox, click the IP button and then select Pools.

2. Click the plus sign to create a new pool.

The IP range can be any valid range of IP addresses.



Notice the “Next Pool” pull-down, this can be used to chain pools together so if one pool is
depleted, the next pool can be used.

3. Once the pool is created, click OK.

Example - PPP Profiles

PPP profiles are used by all of the PPP based protocols including PPPoE, PPTP and L2TP.
The profile is used by the server to cause it to behave based on a policy. It can also be
applied to an individual user. We will need a profile to configure PPPoE server so create one
now.

1. In WinBox, click the PPP button and select the Profiles tab.

2. Click the plus sign to create a new profile. I suggest you name the profile based on
some meaningful criteria, in this case we will call it AP1, meaning it will be used by
our access point number 1. The Local Address is the IP used by the point-to-point
protocol assigned to this end of the “wire”. The remote address is the address to be
given to the clients so we want to use the pool we created in the IP Pools example on
page 286. The only other setting really required is to set “Change TCP MSS” to “yes”.
This is necessary to make many secure sites work properly in the client’s web browser.



3. Everything else is optional or geared toward a more complex setup so now click OK
and the profile is completed.

Example – Create a PPPoE Server

PPPoE server is the service that handles the incoming clients. It is important to know it is a
Layer 2 protocol. This means, it will not work “across” routers, and the interface on which
the server is running must be directly connected to the clients. One way to accommodate this
across routed networks is to use a Layer 2 tunnel like EoIP or Ethernet over IP.

1. To create the PPPoE Server, in WinBox click the PPP button and select the PPPoE
Servers tab.

2. Click the plus sign to create a new instance. The Service name is important because
of the ability to run multiple servers on the same interface. When this is the case, the
client can be configured to request a specific service name and then that server will



answer that client. If no name is specified on the client and if there are multiple servers,
there is no control over which one will answer so keep that in mind. Next, set the
interface where it will run. Remember that if you have bridged the physical interface,
then the service must run on the bridge so select the bridge instead of the actual
interface.

3. Finally, select the profile created in the previous example on page 288 and then click
OK.

Example – Create a User (Secret)

The final step in the server configuration is the creation of a client user name and password
done on the secrets tab.

1. On the Secrets tab, click the plus sign. Fill in the name as the user name and assign a
password. I always set the service type because this narrows the scope of the services
that can use this secret for authentication.



2. All of the other settings are optional so now click OK.

Example – Create a Client Profile

In the same way that profiles can be applied to servers, they can also be applied to PPPoE
clients. Typically, this concept us used to assign a static IP to a PPPoE client or to set a rate
limit. Creating a rate limit will cause a simple queue to be created for the client when they
authenticate.

1. In WinBox, click the PPP button and select the Profiles tab.

2. Click the plus sign to create a new profile. I like to name the profile based on some
meaningful criteria, in this case we will call it Gold because we have a Gold package
with the highest speeds and a public IP address as the options. The Local Address is the
IP used by the point-to-point protocol to assign to this end of the “wire”. The remote



address is the address to be given to the clients so we want to use the pool we created
in the IP Pools example on page 286, but in this case we might create a pool of public
IP’s. The only other setting really required is the “Change TCP MSS” to “yes”. This is
necessary to make many secure sites work properly in the client’s web browser.

3. Since this is a client profile, we will create a speed limitation on the Limits tab.
Since this is the Gold package, the limit will be 5M/5M meaning 5 Mbps upload and
download.

4. Everything else is optional or geared toward a more complex setup so now click OK



and the profile is completed. Back on the secrets tab, assign the profile to any client that
buys the Gold package.

5. The profile is now completed and may be assigned to one or multiple clients in the
secrets tab.

Example – Create a PPPoE Client

With the server configured, we need a client and RouterOS provides that as well. Remember
that since RouterOS is standards based, any PPPoE client should work with a RouterOS
PPPoE server. To create a PPPoE client:

1. In WinBox, click the PPP button and in the list select PPPoE Client.

2. The Name is optional, but you will need to select the Interface on the General tab.
Remember, this is a Layer 2 protocol so it needs to know where to look for the server.



3. On the Dial Out tab, you can select a service name to match the server’s service
name or leave blank for any service. Next, add the User and Password and you will
likely want to Use Peer DNS so check that box as well.

4. Click ok, and the client should immediately negotiate a connection to the server.

PPTP and L2TP Tunnels



PPTP tunnels are likely the type of tunnel you want to configure if you want to “dial in” to
your office network or home network. By configuring your MikroTik router as a PPTP server
and connecting it directly to the Internet, you can create a PPTP client on a Windows, Mac
OSX or RouterOS device. You can then dial the connection and once connected, your
computer will have access to your home or office’s resources as if it were behind your home
or office firewall.

The same configuration can be done between two MikroTik routers with one configured as the
PPTP server and one as a PPTP client. RouterOS supports several other tunnel types
including L2TP. These tunnels are Layer 3 tunnels, meaning they need to have IP connectivity
in place prior to initiating the tunnel, unlike PPPoE, which works at Layer 2, and then creates
the Layer 3 connection.

Example – Create a PPTP or L2TP Server

Setting up the PPTP or L2TP server is very simple.

1. In WinBox, click the PPP button. On the interface tab, click the PPTP Server button.

2. Check the box to enable the server and select a profile. The profile is created exactly
the same as for PPPoE as shown on page 288.

3. PPTP will now accept incoming connections and issue the client an IP address
according to the profile. Note that the same secrets database is used as PPPoE and is
shown on page 291.

Adding Routes for Tunnels

If you are using a PPTP tunnel to join two networks on different subnets, you will need to add



routes to each router pointing to the other router’s subnet. For example, for a PPTP client, the
destination network will be the subnet at the far end of the tunnel and the gateway will be the
IP address of the PPTP server contained in the server’s PPTP profile as the Local IP. For the
server end of the tunnel, the destination network will be the remote client’s subnet and the
gateway IP address will be the PPTP client’s tunnel IP.

Tunnels With IP Addresses on Same Subnet as LAN Hosts

This is the remote end tunnel and the remote LAN is 192.168.1.0/24:

This is the server end tunnel and the server LAN is 192.168.0.0/24:

On the remote end add this route:

Destination: 192.168.0.0/24 and Gateway: 10.10.10.1

On the Server end add this route:

Destination: 192.168.1.0/24 and Gateway: 10.10.10.2



This will allow the two LAN subnets to be able to reach one another through the tunnel.

Note that if you assign your PPTP clients IP addresses from the same subnet as your PPTP
server’s local area network, you will need to enable proxy-arp on the interface facing your
local area network clients. Proxy-arp transmits the MAC of all connected hosts so that the
PPTP server will ARP for the remote client, thereby enabling LAN hosts to communicate with
it.

Configuring L2TP Server

To configure L2TP, follow the exact same steps as for the PPTP server, except perform the
configuration using the L2TP button on the PPP Interface tab.

PPP Status Tab

The PPP Status tab shows the status of any clients that may be connected to the router’s PPP
services. The clients IP address, user name, and connection time is displayed for each client.

Bridging Tunnels



Thus far we have explored three tunnel types, PPPoE, PPTP and L2TP. All three are Layer 3
routed tunnels, but it is also possible to create tunnels that can be bridged. Bridged tunnels
work just like any bridge, that is, packets that enter a bridge port are transmitted out the other
bridge ports. Bridges join dissimilar interfaces into a single logical interface.

Two types of tunnels that can bridge networks are EoIP (Ethernet Over IP), and VPLS (Virtual
Private LAN Service). EoIP is simpler to create but has increased overhead over VPLS.

Example – Create a Bridged EoIP Tunnel

1. In WinBox, click the Interfaces button and select a new EoIP tunnel interface. The
only information that is mandatory is the Remote IP Address of the other end of the
tunnel. If tunneling across the Internet, this will be the public IP address of the remote
host. The tunnel ID must be unique for every tunnel on the router so use the default or
change if adding multiples.

2. Click OK.

3. Repeat the process on the remote end of the tunnel.

Once the tunnel is running, evidenced by the letter “R” next to the interface, you can bridge it
to other physical interfaces. For example, if your LAN is on ether1 on both ends of the tunnel,
create a new bridge interface by clicking the Bridge button and the plus sign.



On the ports tab add ether1 and the EoIP tunnel you just created. Repeat on the remote end of
the link and your two networks will be joined at Layer 2.

Example – Create a Transparent VPLS Tunnel

The routing and MPLS packages are required to create a transparent VPLS tunnel. This
example assumes you are connecting two hosts with a VPLS tunnel in order to bridge two
wireless devices together without using EoIP or station-wds mode.

It is also assumed that you have an existing wireless connection between the two devices, that
is, one device is in ap-bridge or bridge mode and the other device is in station mode and is
associated with the access point. This can be done as demonstrated on page 238.

MPLS also requires Layer 3 connectivity between the two devices, so you will need an IP
address on the wireless interface on the AP device and an IP address on the same subnet on
the wireless interface on the station device. Adding IP addresses is covered on page 37. The
two hosts should be able to ping each other.

In this example, we are assuming that the AP has an IP address of 10.0.0.1/24 on the wlan1
interface and that the station is associated wirelessly with the AP and has an IP address of
10.0.0.2/24 on its wlan1 interface.

Near End of Tunnel (AP)

1. In WinBox, begin by clicking the MPLS button. First you must turn LDP on by
clicking the LDP Settings button and enabling LDP.



2. On the LDP tab click the plus sign. Select the interface on which we will create the
tunnel, in this case wlan1 and the transport IP address which is the wlan1 IP of this
router, 10.0.0.1 and click OK.

3. In WinBox, click the MPLS button and select the VPLS submenu button and on the
VPLS tab click the plus sign. Set the Remote Peer to the IP address of the remote end’s
wlan1 interface, in this example, 10.0.0.2. Set the VPLS ID to the default of 0:0 and
click OK.



4. Create a new bridge interface by clicking the Bridge button and the plus sign and OK.

5. On the bridge ports tab, click the plus sign and add the LAN interface, in this case
ether1. Click the plus sign again and add the vpls1 interface you just created and click
OK.

Far End of Tunnel (station)

1. In WinBox, begin by clicking the MPLS button. First you must turn LDP on by
clicking the LDP Settings button and enabling LDP.



2. On the LDP tab click the plus sign. Select the interface on which we will create the
tunnel, in this case ether1 and the transport IP address which is the public IP of this
router, 10.0.0.2 and click OK.

3. In WinBox, click the VPLS button and on the VPLS tab click the plus sign. Set the
Remote Peer to the IP address of the remote end’s public interface, in this example
10.0.0.1. Set the VPLS ID to the default of 0:0 and click OK.

4. Create a new bridge interface by clicking the Bridge button and the plus sign and OK.



5. On the bridge ports tab, click the plus sign and add the LAN interface, in this case,
ether1. Click the plus sign again and add the vpls1 interface you just created and click
OK.

The two LANS are now bridged using VPLS. To confirm that LDP is running, click the MPLS
button and then the LDP Neighbor tab. You should see the other end of the tunnel displayed.
To confirm that the VPLS tunnel is running, click the Interfaces button, double click the new
VPLS interface, and check the status tab. You should see a display of the tunnel details.

For Further Study: MPLS and VPLS are powerful protocols that can do far more than bridge
a wireless link. They are a main topic in the MTCINE or MikroTik Certified Internetworking
Engineer certification course and can greatly expand your networks’ capabilities.





Chapter 18 - Conclusion

I hope that you have enjoyed this book and have learned the concepts presented through my
examples. RouterOS is a powerful routing system with many configurable options and
capabilities. Fully learning it requires both book knowledge and hands on experience.
Through study, practice, trial and error, you will learn to master this powerful tool.

After some time and experience using the basics presented in this book, you should challenge
yourself by obtaining a MikroTik Certified Network Associate certificate. When you are
comfortable with all of the concepts learned in the MTCNA course, you should obtain one or
more advanced certifications to further explore this powerful operating system.

Writing a technical book with many similar sounding acronyms is a real challenge. With
protocols like PPP, PPTP, PPPoE, L2TP and the like, it is easy to make a mistake no matter
how many times your work is proof read. For this reason, I invite you to email any errors you
may find to info@learnmikrotik.com. I welcome your corrections and suggestions and will
incorporate them as well as any updates in future printings. These corrections and updates can
also be found at http://learnmikrotik.com/book/corrections. You may also sign up for email
notifications of updates at the same web site.

Thank you for reading my book and I hope to see you in one of my classes soon!

Steve Discher 
http://www.LearnMikroTik.com
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